
1986

(Annual Technical Report
I

July 1985 - June 1986

A Research Program in Computer Technology

ISI/SR-87-178

U S C
INFORMA-TION
S C I EN C ES
INSTITUT B

ELECTEM.
APR25 1990

l~Uox 3MtTEKTE4T.

4676 Admiralty Way - Suite 1001
Marina del Rey, California 90292

213 822 151190 04 24 070



1986

Annual Technical Report

July 1985 - June 1986

A Research Program in Computer Technology

ISI/SR-87-178

* DTIC
IELECTE

APR25 1990

, rmi o~ _r Mu2. .,..,::i,
•Apr d for pubc n nl s #lip DI-Ugbdon Uslimtod



Unclassified

* SECURiTY CLASSIFICATION O THIS PAGE

REPORT DOCUMENTATION PAGE
la. REPORT SECURITY CLASSIFICATION lb. RESTRICTIVE MARKINGS

Unclassified
2a. SECURITY CLASSIFICATION AUTHORITY 3 DISTRIBUTION/AVAILABILITY OF REPORT

2b DECLASSIFICATION / DOWNGRADING SCHEDULE This document is approved for public release;

distribution is unlimited.

4 PERFORMING ORGANIZATION REPORT NUMBER(S) S. MONITORING ORGANIZATION REPORT NUMBER(S)

ISI/SR-87-178

6. NAME OF PERFORMING ORGANIZATION Lb OFFICE SYMBOL 7a. NAME OF MONITORING ORGANIZATION

USC/Information Sciences Institute (if ____)

6. ADDRESS (City, State, ard ZIP Code) 7b. ADDRESS (City, SCMe, and ZIP Cok)

4676 Admiralty Way
Marina del Rey, CA 90292-6695

Ba. NAME OF FUNDING /SPONSORING 0b. OFFICE SYMBOL 9. PROCUREMENT INSTRUMENT IDENTIFICATION NUMBER
ORGANIZATION 0" 4 we) . MDA93 81 C 0335
DARPA I

Sc. ADDRESS (City, State, and ZIP Code) 10. SOURCE OF FUNDING NUMBERS

Defense Advanced Research Projects Agency PROGRAM PROJECT TASK WORK UNIT
1400 Wilson Boulevard ELEMENT NO. NO. NO. ACCESSION NO.

Arlington, VA 22209 -CE-NNO

11. TITLE (Incluce Security Cleification)

1986 Annual Technical Report:
A Research Program in Computer Technology (Unclassified)

12. PERSONAL AUTHOR(S) 151 Research Staff

13a. TYPE OF REPORT 113b. TIME COVERED 14 DATE OF REPORT (Yeer, MonhwfDey) lS PAGE COUNT
Research Report I FROM July 85 TO June 86 1989, August| 150

16 SUPPLEMENTARY NOTATION

1? COSATI CODES 18 SUBJECT TERMS (Continue on ,vwnse if neceuary end identify by block number)

FIELD GROUP SUB-GROUP

09 02 (over)

19 ABSTRACT (Continue on reverb if necemry and identify by block number)

This report summarizes the research performed by USC/Information Sciences Institute from July 1, 1985,
to June 30, 1986, for the Defense Advanced Research Projects Agency. The research is focused on the
development of computer science and technology, which is expected to have a high DoD/military impact.

20. DISTRIBUTION/AVAILABILITY OF ABSTRACT 21. ABSTRACT SECURITY CLASSIFICATION
2 UNCLASSIFIEDOUNLIMITED M SAME AS RPT. C1 DTIC USERS Unclassified

22a NAME O RESPONSIBLE INDIVIDUAL 2Zb, TELEPHONE ftlud Area Cod) 22c. OFFICE SYMBOL
Victor Brown Sheila Coyazo 213/822-1511

DD FORM 1473, s4 53 APR ediKon may be d until ewauuted. SECURITY CLASSIFICATION OF THIS PAGE
All other editions e o Unclassified



Unclassified
cum" G"WriSPIOAYo IS ph"

18. SUBJECT TERMS (continued)

1. artificial intelligence, automated implementation, Common LISP, expert systems,
formal specification

2. domain model, domain principles, expert systems, integration knowledge, LISP, NIKL paraphraser,
optimization knowledge, program writer, XPLAIN system

3. artificial intelligence, automatic programming, consistency maintenance, formal specification,
programming environments, rapid prototyping, rule-based programming, software evolution

4. command graphics, computer graphics, high-level graphics language, network-based graphics, online
map display

5. computer communication, electronic mail, internetwork protocols, protocol design
6. computer communication, multimedia conferencing, packet video, packet voice, protocols,

video conferencing
7. computer communication, protocols, protocol design, supercomputers, Wideband Satellite network
8. CMOS/Bulk fabrication, MOSIS, printed circuit board fabrication, scalable design rules, VLSI
9. design rules, device fabrication, device testing, integrated circuits, MOSIS, silicon compilation,

VLSI design, wafer testing
10. integrated circuit design, VLSI test equipment
11. classification-based reasoning, KL-ONE, KL-TWO, knowledge representation, NIKL
12. Janus, knowledge representation, natural language generation, Penman, text generation
13. computer mail, electronic mail, Intermail, mail forwarding, mail system interconnection
14. ARPAINET, computer support, hardware, network services, software
15. ARPANET, computer communication, hardware maintenance, remote maintenance, remote

monitoring
16. computer workstations, distributed processing, survivable networks
17. distributed processing, local networks, personal computers, workstation environment
18. computer acquisition, Strategic Computing
19. C3, computer communication, packet radio, survivable networks

AoOesslon For

NTIS GRA&I 6'

DTIC ZAB []
Unannounced 0
Justification-0. yB•
Distributi Ion/

*vailability 0ooee
AvaiI and/or

Dist Specil

Unclassified

ZmeutyV CLANIlICAlOW OF V1i PAOG



* ISIISR-87-178

UniwerSlty I
ofSouihern

Ck(ornia

1986

* ANNUAL
TECHNICAL

REPORT
July 1985 - June 1986

A Research Program In Computer Technology

* Principal Investigator
and Executive Director:

Keith W. Uncepher

Prepared for the Defense
Advanced Research Projects Agency
Effective date of contract 1 July 1081
Contract expiration date 31 May 1987

Contract * MDA 003 81 C 0335
ARPA Order 4242

INFORMATION ,,
*SCIENCES 213822-1511

INSTI=t.E 4676 Admitraly Wqy1Mxqn del ReVCabforni 90292-6695

Tnis research us suppooted by the Defense Advanced %warch Pr)cts Agency under Contract NO. MDA903 81 C 0335 Vwws
and conclusions contained in this repor re the authon' and *old not be tneted s remrefnting the official OPn'icC 0,

policy of OAPA. the U.S. Government. or any pierson or qency coceted wfth them.



"\ 111

-CONTENTS:

Sum m ary .................................................. v

1. Common LISP Framework ...................................... 1

2. Explainable Expert Systems ..................................... 11

3. Formalized System Development, ... .. .. ... .. ........................ 25

4. Command and Control Communications .............................. 39

5. Advanced VLSI, .............................................. 75

6. VLSI . ...., . . ..,. . . . . . . 82

7. KITSERV - VLSI Kit Design Service, . . . . . . . . . . . . . . . . . . . . 8 8

8. Empirically Valid Knowledge Representation . . . . . . . . . . . . . . . . . . . . . . . . 93

9. Text Generation for Strategic Computing3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
10. Commercial Mail.............................................. 105

11. Computer Research Support .................................... log

12. DARPA Headquarters Support Center9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

13. Exportable Workstation Systems > ................................. 122

14. New Computing Environment,. ................................... 126

15. Strategic Computing - Development Systems .......................... 130

16. Strategic C3 System Experiment Support ............................. 134

Publications .....................) .......................... 137

/ iI

0#



0 v

SUMMARY

This report summarizes the research performed by USC/Information Sciences Institute
from July 1, 1985, to June 30, 1986. for the Defense Advanced Research Projects
Agency. The research is focused on the development of computer science and
technology, which is expected to have a high DoD/military impact.

* The ISI program consists of 19 research areas:

Common LISP Framework: producing an exportable version of the FSD testbed.
which incorporates the well-understood portions of our research in FSD into a new
automated software development paradigm, and distributing it to outside users:
Explainable Expert Systems: creating a framework for building expert systems that
enhances an expert system's explanatory capablities (allowing it to explain and justify
its reasoning). and eases modification and maintenance of an expert system: Formalized
.S'oft ware Deielopment: studying a new automated software development paradigm in
which a formal operation specification. used as a rapid prototype, is evolved to have the
intended functionality, and is mechanically transformed (with human guidance) into an
efficient implementation: Advanced VLSI: providing access to 1.2 micron ('MOS/Bulk
fabrication, printed circuit board fabrication, and centralized functional testing of
custom-designed parts prior to their assembly into packages and boards: 'LSJ:
providing a low-cost, fast turnaround LSI/VLSI device fabrication service to support a
geographically distributed VLSI research community with no direct access to VLSI
fabrication but with access to a computer communication network. and conducting

* research on the VLSI design problem: KITERI I LSI Design Serv ice: developing cost-
effective test devices for the DA.RPA VLSI design community, and transferring the
technology to commercial companieq willing to market and support the testers:
Command Graphics: developing a device-independent graphics system and graphics-
oriented command and control applications, programs: Internet Covcepts: exploring

* aspects of protocols for the interconnectio, ,f computer communication network,;.
specifically the design and implementation of an internetwork computer message system
and the design of internetwork host and gateway protocols: Multimedia Conferencing:
designing and developing an experimental multimedia real-time conferencing system
based on packet-switched network technology, with the goal of enabling users to
communicate interactively via workstations and the Internet in a combination of text.

* bitmap images, and voice media; Supercomputer Workstation Communication:
providing protocols and prototype programs for effective use of high-capacity
communication systems such as the Wideband Satellite network for applications
involving remote access to supercomputers from powerful workstations; Empirically
Valid Knowledge Representation: developing a language for programming intelligent
applications, which will emphasize the construction of declarative models of application

* domains, with the aim of creating sharable and reusable knowledge bases: Text
Generation for Strategic Computing: developing new methods for autonomous creation
of text by machine, with the focus on fluent, easily controlled sentence and paragraph
production. faithful representation of information from AT knowledge bases. and use of
generated English in ongoing human-computer interaction: Commercial Afail:

0 developing and operating a service to support the exchange of electronic mail between
the Internet and various commercial mail suppliers: Computer Research Support:
operating reliable comlnuting facilities and cont ining the development of advanced
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support equipment: DARPA Headquarters Support Center: establishing a fully
operational computer facility and a large conference room at the D.ARPA-ISTO offices
in Washington. D.C., qnd providing remote monitoring and maintenance of thl,
equipment; Exportable Workstation Systems: developing a remote testbed environment
of advanced workstations and servers; New Computing Entironment: exploring.
determining, and implementing the next generation of computers and computing
facilities for the ISI research environment; Strategic Computing - Development Systems:
providing development computers for the DARPA Strategic Computing program.
system integration as required, and distribution mechanisms for disseminating the
systems to the program participants; Strategic CS System Experiment Support:
participating in a Strategic Command, Control. and Communication systems
experiment demonstrating and evaluating the use of new technologies (such as the
ARPANET, packet radio, network security, and distributed knowledge-based
techniques).



1. COMMON LISP FRAMEWORK
0

Research Staff. Support Staff:
Robert M. Balzer Audree Beal

David S. Wile Carol Sato
Dennis Allard Jeanine Yamazaki
Richard Berman
Ben Broder
Chloe Holg

Brent Miller
Donald Voreck
William Vrotney

1.1 PROBLEM BEING SOLVED

The success of many components of the Strategic Computing program relies heavily
* on knowledge-based systems. systems in which some aspect of human knowledge about

a problem area has been captured in rules for reasoning about and solving the problem.

A number of commercial firms that specialize in providing such "expert system" tools

have arisen, and many practical systems with military significance have been developed:
for example, systems for equipment diagnosis. signal interpretation, and battle

* management. There are two approaches to improving services that are developed using
expert system technologies. The first attempts to improve the language that expresses

the knowledge used in the system and simultaneously to develop automatic tools to

improve the performance and understandability of such systems.1  The second.

complimentary approach suggests substitution of task-specific, hand-tailored software

for some of the knowledge sources in a system. where some problem feature makes their

encoding as "rules" inappropriate or inefficient.

Although both approaches are important. this latter problem is especially important
* to ensuring the success of the SC program, wherein specialized equipment may have to

be modelled with more fidelity than in more mundane expert system tasks. The

Common LISP Framework project originally arose to support exactly this military

problem: to facilitate SC contractors' development of problem-specific software in an
expert system context. Almost every currently available knowledge-based system is

programmed in some dialect of LISP. Hence, the SC program has procured LISP-based
workstations for development of expert systems to effect the three primary military

tasks it intends to accomplish. In order to maintain independence from the particular
hardware environment on which the expert systems are developed, a standard dialect.
called Common LISP. has been designed and will be required to run on each of these

ich an approach k hing I)irsued hy the Explainable Expert Sytemns project at PTI.



supporting machines. This language will be used to capture the task-specific expertiie
used in conjunction with more general rules in a knowledge base. Although the use of"
the Common LISP language unifies expression of the knowledge in such systems, the
diversity of hardware support environments makes the assumptions underlying the
frameworks of such systems highly important. Code cannot be moved between
hardware configurations unless it relies on the same underlying facilities, as well as th
same language. The Common LISP Framework project provides a uniform framework
across many vendors' hardware, in which SC contractors can develop and evolve their
svstems.

1.2 GOALS AND APPROACH

1.2.1 Goal: State-of-the-Art Framework for Common LISP Program
Development

The principal goal of the (omn.on LISP Framework project is to support Strategic
Computing (SC') contractors with a comprehensive, state-of-the-art programminz
framework for the development and evolution of Common LISP programs. This
framework provides the programmer with a fileless environment of persistent objects.
Their relationships with other object, are manipulated via a set of generic operation..
and are used to associatively retrieve the objects. The Common LISP Framework
system (the CLF) maintains the consistency of these objects and initiates automated
processing for the programmer via a set of rules.

For several years I'ss Software Sciences Division has been developing the technology
to support a new software lifecycle paradigm. This paradigm calls for the mechanical.
but h uman-guided, derivation of software implementations from formal specifications
of the desired software behavior. It relies on altering a system's specification and
rederiving its implementation as the standard technology for software maintenance.
Practical use of this paradigm requires extending active machine involvement into tile
earliest stages of the development process. The Formalized System Development project
was established at ISI to study the feasibility of this approach on realistic-sized
programs. It has developed a testbed system in which these ideas of specification and
automated implementation may be studied through hands-on experimentation.

The ultimate goal of the Common LISP Framework project is to transfer, as it
matures., this advanced technology for program specification, implementation via
transformation, and reimplementation via replay of previously formalized developments
on changed specifications. With the incorporation of successive versions of the FSD
testbed into the framework. SC contractors will obtain the benefits of the paradigm. It
i, important to emphasize that we foresee many phases in which spinoffs from the FsD
te ,t bed are incorporated into the ('LF for technology transfer.
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1.2.2 Approach: Technology Transfer from the FSD Testbed

The ile:i for I le (ommon LISP Framework project arose a.s DARPA recognized tile
ilmpo)rtailce of the ongoing research in the Formalized System Development project at
I.. e~specially it, potential for use by its SC contractors. The Formalized System
Development Testbed System--hereafter called the testbed--is being developed to
support research in domain modelling, expert systems. programming methodology, and
admini,,trative service development. Its major strengths are as follows:

" It provides a uniform. persistent. fully associative database to access all
information. This constitutes a finer grain size than a file system and is the
basis for integrating mundane, daily activities (mail, text editing, calendars.
etc.) with the programming service.

" Within the database, the user can provide monitoring programs to maintain
the integrity of his data automatically, and can provide rules that react
denmnically to changes in the state of the database to automatically
weonmliliqd activity that presently requires manual decision making and
act i(' il.

* -A consistent. model-based framework for interaction with the database is
prov)idedl to unify generic activities such as editing. viewing, scrolling.
deleting, and focusing.

" Program construction is done via the cycle of specification, examination of
behavior. and transformation to implementation. followed by respecification.
reexamination of behavior, and retransformation using the previously
recorded development history.

Three feat ires distinguish the testbed from other programming environments:

1. It ,uports associative retrieval in a persistent object-base whose consistency
i, ait onatically maintained by rules.

2. It actively, automatically supports mundane programmer activity via
demonic rule invocation based on object-base changes.

3. It supports program evolution and maintenance via recording and
structuring a "development history" of the programming process.

The system is being used to develop itself. forcing it to mature in realistic directions.
Although research problems continue to abound in the development of this system, this
mat urity made it ripe for technology transfer through this effort.

The FSD testbed is designed to support all aspects of computing. from tile mundane
activities of mail handling and document preparation, through programming. to
advancel -,,ftware methodology experimentation. The major role of the Common LI.P
Framework project was initially to extract that portion of the environment that will Ie
universally us,,eful to the S( community. Identifying that subset and making it robut
en(ough ' rm' real 1se constituted the major problem for the ('ommon LISP Framework



project in it,; first year. Although the project only began late in 1984. a preliminary
version of the ('LF wa-s in beta test by the end of 198.5 and delivered to other S('

contractors in early 1986.

1.3 SCIENTIFIC PROGRESS

From the outset, the Common LISP Framework was intended to go through three
major phases. The functionality of the initial CLF can be best characterized as flexible
management of program objects and tools. During the second phase. the tools used to
provide the initial system were made more reliable and robust, and released for use in
user programs. The third phase will begin to incorporate the FSD technology for
program specification. implementation via transformation, and reimplementation via
replay of previously formalized developments on changed specifications.

1.3.1 Salient Features of the CLF

The ('ommon LISP Framework comprises the following major components:

" Al Operating System (CLF Kernei)

" Program Management Service

" Program Development Service

The Al operating system kernel of the C'LF provides the programmer with a fileless
environment of persistent objects. Their relationships with other objects are
manipulated via a set of generic operations and are used to associatively retrieve the
objects. The ('F maintains the consistency of these objects and initiates automated
processing for the programmer via a set of rule,;.

A unique feature of the ('F is that all objects manipulated by programmers are
represented in this persistent object-base--specifically structured objects, like modules
with components. as well as primitive program structures such as function, variable.
and structure declarations. Also, relationships and objects elsewhere represented in a
very ad hoe. diversified fashion, such as flow-analysis relationships, versions. time
stamps. developers, and users, are all represented uniformly in the object-base.

The kernel provides generic facilities for manipulating these programming objects as
objects. In addition, special facilities have been introduced into the framework to
provide programming assistance in the following areas:

* Module creation

('omponent addition
I Importing existing files

* ('opomlnent modificatiol and editing



e ('ode installation

* Each of these facilities requires user intervention or initiation.

Especially important are the facilities for managing the consistency of program
information, built using the rule-based kernel. These facilities perform the following
activities:

9 Automatically compile functions that are "installed" by the user

* Allow multiple-buffer editing of the same object while maintaining correct
views in each buffer

* Automatically (re)analyze functions when they are installed

* Automatically maintain program object ordering by load-order and view-
order

Each of these activities is managed differently in existing programming environments.
Some are managed by the user only--the system provides no help for such consistency
maintenance.

The C'LF's Program Development Service provides automated maintenance
documentation by maintaining an annotated development history. The user is
responsible for providing development step annotations briefly characterizing his
activity when he changes the program. The programmer may explicitly indicate
substructure in his development, whereupon the system maintains his stated goal
structure.

Of considerable importance is the ability of a user to indicate his plans for future
programming activity, through creation of development steps called "pending steps."
The user can subsequently--perhaps at a much later time--handle these development
steps: the system automatically incorporates them as new steps in the existing
structured history.

Not only is the development service able to recall the history of the programming
activity itself, but it is linked into the persistent object-base management activity in
such a way that information associated with the changes may be used for maintenance
documentation and release and for version management. Thus. since the generic object-
base facility is used to store the development history itself. one can find all the
development steps affecting a particular object, as well as all the objects affected by a
particular development step.

* This link into the incremental saving mechanism allows the development service to
provide automated distribution of program objects to users of the syqtenis of which they
are components. as well as to aid in tracking the installation of sets of changed program
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objects when the affecting development steps are accepted. The documentation used to

describe development steps is used to document the distributed changes to users of the

system. This is a particularly interesting side-effect of our efforts to record as much as

possible of the programming process in the machine, where the information can be

analyzed and the user aided based on this analysis.

1.3.2 Accomplishments

The major accomplishments of the Common LISP Framework project in the reporting
period are detailed below.

An initial version of the CLF was released for beta test to two sites. This version of
the system included the following:

" The relational objectbase of program objects (modules, functions, record
declarations, etc.) and analysis predicates (flow relationships, call
relationships. variable usage patterns) via which all tools communicate.

" The testbed facilities for creation. modification. destruction, retention.
organization. and retrieval of these objects.

" The interactive standardized user interface to these facilities using a
menu/window system.

" Tools that interface to these objects. including the ZMACS editor and a
batch-invoked tool for program- and data-flow analysis.

" The "DEVELOP" mechanism to record a history of change within the FSD
environment.

* A facility for converting existing programs for use in the framework.

• A preliminary facility for managing system releases.

This version of the system was subsequently released, along with documentation
consisting of a brief manual and an extensive on-line, self-guided tutorial introduction

to normal use of the system.

Although the initial CLF provided flexible data management of all program objects
and tools, it suffered from two major problems:

1. It did not run efficiently enough for large program development.

2. Users were not provided access to the underlying object manipulation
mechanism necessary for them to extend and customize CLF.

Both problems arse from limitiations with the released version of the underlying

objectbase manager. In response to these deficiencies, a new version of the ohjectbase
manager was developed in FSD and then migrated to CLF.

Thp remainder of the year was spent improving the facililies- provided in the initia l



version of the system and ini giving programmer access to some of the foundatiomal

facilities used by the ('LF:

* More user access to functionality underlying the delivered system wa,
released in the form of a programmatic interface to the objectbase.

* Incremental flow analysis and compilation facilities were added.

* \Ve began to keep track of activity histories, allowing undo, redo, etc.

In addition, two "unplanned" accomplishments are worth emphasis. Of particular
significance is the "production mechanism" for versions of the CLF. As originally
proposed, this mechanism was to be an "extraction" of functionality from the FSD
environment. In fact, we reached our goal of converting CLF itself into Common LI.SP
much earlier than we intended--largely to support in-house use of the environment on
disparate machines. Thus. ('LF actually forms the kernel for FSD: that is. FSD is built
on top of CLF. rather than (LF being extracted from FSD. 2 This is actually quite
important, since it means that (LF is being used in the testbed. Thus ISI researcher,

• can act as the "beta test" of (LF releases. 3 This allows us both to speed up the release
cycle and to improve the testing of CLF releases.

Another unscheduled activity that has proved beneficial to both ISI and DARPA ha,
been the conversion of the (LF to two additional LISP workstations. Originally. the
CLF was proposed only to work with Symbolics 3600s. DARPA's subsequent purchase
of a number of different LISP workstations and ISI's receipt of a significant number of
grant machines (from hardware manufacturers) made it both important and sensible to
port (LF to other Common LISP workstations. The TI Explorer and the HP 90X)
model 320 were chosen as the initial workstations to port CLF to. These porting effort,,
are well under way.

1.4 IMPACT

The Common LISP Framework project directly supports the Strategic Computing
program in a very fundamental way. We emphasized earlier the extent to which the
Common LISP Framework provides a uniform base for development of expert systems
in the various programs funded by the Strategic Computing program and how the
Common LISP Framework can enhance expert systems' capabilities by providing for the
substitution of task-specific, hand-tailored software for some of the knowledge source,
in a system, where some problem feature makes their encoding as "rules" inappropriate
or inefficient.

2Naturally. some minimal renaming of symbols is required to provide the external view (as CLF rather
than FSD).

3 CLF k provided free to DARPA contractorg. A graded price ,chedule k u-ed for di-trihmimi to

inst it it ions and corpora ions.



In fact. the Common LISP Framework has a secondary benefit, which ultimately
could be more important than its original purpose. The Common LISP Framework
project provides an advanced, object-oriented programming environment for the
development of Common LISP programs and a framework of conventions, structures.
and models into which users can integrate their software. Such a powerful
programming environment has never been available to anyone, let alone the military.
Its availability to programmers should improve their output, and decrease the time and
money needed for maintenance of programs written for military and civilian purposes.
In addition, the framework will be used as a model environment for more compilation-
oriented languages. like ADA. already proven to be of military benefit.

1.5 FUTURE WORK

(LF is basically a technology transfer project. adapting well-understood aspects of the
FSD system to Common LISP programming support. The development cycle of
functionality obeys the diagram in Figure 1-1. -A, each system feature matures in the

FSD Systemn l => CLF Plateau

II II
II II

> FSD Demo n

[[ 3 months

ISI Applications,

- 3-6 months
II

FSD Systemn
HI II
II -~- 6 months flII I

CLF Plateaun-=>FSD Demon+ 1

Figure 1-1: FSD-CLF plateau cycle

FSD system. it becomes incorporated into the CLF. That CLF facility then become"
the foundation for the next version of the FSD system. Generally, features undergo two
distinct phases. The initial "demonstration" phase (FSD Demo.) is incomplete with
respect to some intended functionality, but demonstrates a portion of that intended
functionality as a straw man--a rapid prototype. After about three months. the
demonstrated features are robust enough to endure "alpha test" in I.I applications.
They then become official FSD system feat ures (FSD Systenn) and are "beta tested" ail

• • • m in
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ISI for several months by a wider user community before b~eing incorporated into tile
(LF (CLF Plateau,). This plateau then becomes the bae of the ne'xt F)

0 demonstration.

The next two plateaus planned for in the FSD systemn are the local annotation plateau
and the independent specification language plateau. At the local annotation plateau.
specifiers will be able to use a pure extension of Common LISP as their specification
language. This extension will permit them to omit. selectively or totally. any
specification of target language data structures to be used. and to specify logical test ,

and data retrievals over their data with full first-order logic, without regard to their
procedural realization. The specification language will also provide for the expression of

* logical consistency conditions that must be maintained by the implementation. and for
data-driven invocation of procedures (automation rules). Annotations added to t le,e
specifications will guide an automatic compiler in producing pure ('ommon LISP code
that implements then. Human implementors will select annotation,, with some
knowledge-based assistance. This assistance will include. but will not necessarily he

* limited to. keeping track of the annotations that must still be added to make the
specification compilable. providing menus of annotations that are applicable to selected
parts of the specification. and prohibiting selections of incompatible annotations.

At the independent specification language plateau, the specifier will be using a

notation that is no longer an extension of the target programming language. and that
does not rely on the use of target language procedures for parts of the specification.
This language will have a grammar-defined syntax. Functional and procedural
abstractions will at least permit. and possibly require. typed inputs andl outputs. to
support greater analytical support at the specification level. The language will be one
that has an extensible type set and multiple inheritance. Implementation will still be by

annotations to the specification. but many annotation, will have the form of
transformations, making it possible to add new annotations without altering the
compiler. The power of the specification notation will still be compromised sufficiently
to permit treatment of the annotations as an unstructured collection of pieces of advice.

In the next reporting period, several "specification-based" facilities will be introduced
to permit and effect the separation of specification of functionality from its
implementation. The primary mechanism is a compiler "annotation" mechanism that
instructs the compiler to choose particular representations for abstract data structures.
and to optimize queries based on size and effort estimates for particular structures. To
effectively use this capability, users must understand the effects of annotations without
actually seeing the implemented structures. Hence. an "anotation analysis" mechanism
will be introduced to provide efficiency estimates and measurements to guide the
anlotation process. Another aid to specification is the ability to manipulate them
through their gram matiCal striluct re. Portions of the Po)par system. ouir NF-driveii
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program synthesis support, mechanism. are currently in alpha teI in the P.D testbed:
they will he incorporated into the CLF to aid users in this, areq.



2. EXPLAINABLE EXPERT SYSTEMS

Research Staff: Research Assistants: Support Staff:
Willian R. Swartout Johanna Moore Audree Beal

Robert Neches Jody Paul
Steve Smoliar

2.1 PROBLEM BEING SOLVED

The Explainable Expert Systems (EES) project has two goals for building expert
systems: to extend and enhance the range of explanations that they offer, and to ease
their maintenance and evolution. These goals are highly complementary because the"
place similar demands on the underlying architecture of the expert system.

Expert systems will play an important and expanding role in the near future.
However, even the best expert system is worthless if it is not accepted by its intended
uers. A critical factor for user acceptance of expert systems is that they must be able
to explain their reasoning. Recent surveys of potential users of expert systems (for
example. [12]) have shown that, among the capabilities surveyed, explanation was
regarded as an essential capability--more important than automatic knowledge
acquisition. common-sense reasoning. ease of use. or even being error-free. An
explanation facility should be able to assist the user in the following ways:

" give the user confidence in the system's results

" warn the user if the system is being applied inappropriately

" aid system developers in debugging/developing the system

" help to educate the user

Many expert systems provide no explanations at all. Those that do usually explain
how they performed various tasks by paraphrasing the rules or methods they used into
English [7. 8]. For this to be successful, those rules or methods must be written in a
stylized fashion: and the techniques that the system employs have to be relatively close
to those that users would be familiar with. since the system's paraphrases mirror the
code directly. An advantage of this approach is that, since the explanations are
provided by translation of the code itself, any changes to that code are immediately
reflected in the explanations--so the system's documentation is always consistent with
the system itself.

U'nfortunately. the technique of paraphrasing the code is limited to describing what a
,y-tem does or did. It cannot provide good explanations of why the system did what it
lid. that is. justifications of the system's actions. The problem is that the knowledge
ifi-le,l to siupport such explanation,;. the "rationale" behind the code. is not represented
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in the code itself and hence is unavailable to the paraphrasing routines. This is an
important limitation, because a critical factor in being a good consultant (human or
computer) is the ability to justify one.s recommendations so that clients will have
confidence in them and follow them.

Let us illustrate some of these problems with an hypothetical example from the
domain of digital circuit diagnosis.1 Figure 2-1 shows a simple digital circuit consisting
of two adders and three multipliers. Suppose that we constructed an expert system to
diagnose this circuit (which we will call DIAGNOSER) and we used the translate-the-
code approach to give it an explanatory capability.

In Figure 2-2 we see the sorts of limitations that the translate-the-code approach
suffers from in providing justifications. Here, the system has asked the user to enter
the signal at A1-O-TI: and the user. rather than entering an answer,. ha.s asked "wly?"
indicating that he wants to know why the question is being asked. The explanation
shown could be produced by translating the expert system's progran stack. While the
explanation given does suggest that the information will be used to determine whether
Al is faulty or not, if the user wants a causal argument about why checking AI-OUTI
will indicate whether or not Al is faulty, he's out of luck because that knowledge isn't
represented in the system. The knowledge isn't represented because it doesn't have to
be for the program to perform correctly. Just as one can follow a recipe and bake a
cake without ever knowing why the flour or baking powder is there. so too can an
expert system deliver impressive performance without any representation of the
reasoning underlying its rules or methods. For DIAGNOSER to mimic expert behavior.
all it needs to know is to ask for the value of the signal at AI-OUT1 and conclude that
A] is. faulty if the value is incorrect. However, if we want to justify that behavior and
explain why Al is faulty if A1-O'T1 is not equal to 6. much more knowledge is needed:
the system must know that A1-O1T1 is the outpt of Al and that its expected value is
6. Further, the system must know that a component is faulty by definition if its actual
output is not equal to its expected output and its actual inputs are equal to their
expected values. This gap between the knowledge needed for performance and that
needed for explanation is a recurring problem whenever one tries to retro-fit an
explanation capability to an existing performance expert system.

The development of an expert system is an evolutionary process. We usually lack
sufficient foresight to precisely specify. prior to a system's construction, what it should
do. We form a better understanding of both the problem and the requirements for the
system through experimentation with a prototype that we modify and extend until it
performs adequately. Due to this experiential, incremental nature of development, it is

]For ,inilar exanple, from artital work ing ;;y-ttn,-;ee 8. 7
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.5ystem: Please enter the value of the signal al AI-O1TI:

U ser: Why?

System: DIAGNOSER is trying to determine whether adder Al is faulty.
If the value of the signal at AI-OUTI is not equal to 6, then DIAGNOSER
will conclude that A] is faulty.

Figure 2-2: A hypothetical example of limited explanations by paraphrasing the code

critical that an expert system shell support the addition. modification, and deletion of

knowledge with minimal disturbance to the rest of the knowledge base; and that a

developer be able to determine how a proposed change will affect the behavior of the

svst em.

What is needed for evolvability? There seem to be two major factors. First. the

expert system organization should be modular in the sense that it should be possible to

change one part of the system independent of the rest of the system. Second, the expert

system organization should be explicit, so that, the effect of a change can be readily

understood. A system is least evolvable if change to one part of the system affects other

parts and does so through implicit mechanisms.

Advocates of rule-based expert system shells argue that. this desired modularity arises

inherently from the use of rules (2]. However. practical experience indicates that merely

adopting a rule-based framework does not. guarantee modularity and in some ways can

impede it [1].

We feel that problems in both explanation and maintenance stem from related

fundamental flaws in the underlying expert system architecture:

" A weak knowledge representation with no separation of concerns.
Current frameworks do not support a modular representation of the
knowledge in an expert, system. The rules or methods incorporate many
different kinds of knowledge. such as domain facts, heuristics for achieving
goals, efficiency concerns, and so forth, that should be represented separately
and explicitly but never are. As a result, the explanations such systems can
provide are often opaque. This intertwining of knowledge also reduces a
system's modularity and makes it more difficult to modify.

" No record of operationalization of abstract concerns. The process of
compiling general domain facts and problem-solving knowledge into specific
rules is performed. unrecorded. in the system builder's mind. The design
decisions behind the system are not available: hence, machine-produced
justifications of its behavior cannot be provided. This also makes the system
more difficult to modify or evolve, because the system builder is forced to
work at a low level of representation. mentally compiling high-level changes
into low-level rule.
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* Limited explanation techniques. Even when a framework does provide
an explanation facility, the facility usually suffer, from some seriou,

* limitations. In particular, such facilities are inflexible, and usually provide
only one way of presenting an explanation. They are difficult to modify
because the explanation techniques are currently hand-coded in LISP.
Finally, they not responsive to the user's needs. If the user doesn't
understand the explanation, there is no way for him to indicate to the

* system exactly what it is that he doesn't understand.

2.2 GOALS AND APPROACH

The EES project has created a framework for building expert systems that captures
the knowledge necessary for providing better explanations and eases the evolution of an
expert system. Based on the observation that the person who wrote an expert .vstem
can usually provide good justifications for its behavior, we have developed a new
paradilgm for expert system construction. In this paradigm. system builders and domain
experts collaborate to represent, in a high-level specification language. the various kind,,
of knowledge that go into an expert system, such as knowledge that describes the
domain, problem-solving knowledge, and terminology. An automatic programmer then
uses that knowledge base to create an expert system (in LISP) from a high-level goal.
As it creates the expert system, the automatic programmer records its design decisions
in a decelopment history. This development history provides the rationale behind the
code that is needed to provide justifications and richer explanations of the expert
system's actions. The EES project builds on the approach first adopted in the XLA1N
system [9] and extends it with a more advanced knowledge representation that allo-w us
to represent additional kinds of knowledge in the high-level specification language. and

* a more powerful program writer that is capable of performing reformulations.

2.3 SCIENTIFIC PROGRESS

In developing the specification language for EES. we began by determining what kinds
* of explanations expert systems should offer. Using protocols and our own experience as

expert system builders and users. we identified approximately a dozen different classes
of useful explanations (see [10]). Based on that investigation, we identified different
kinds of knowledge needed to support such explanations. We have provided
representations for several of them. including domain-descriptive knowledge, problem-
solving knowledge, and terminology [4, 5]. EES uses NIKL [3] as its underlying
knowledge base. This provides one of the key advances of EES over XPLAIN: the
explicit separation of terminology. We have identified this as a critical factor in
enhancing the evolvability and explainability of expert systems [II].

Our specification language distinguishes different, kinds of knowledge that embody
expertise (see [5] for a discussion of how these distinctions were drawn):

0
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" Problemn-solving knowledge is "how-to" knowledge that includes goal.s.
stating what is to Ihe done. and methods. consisting of sequences of steps for
achieving goals. It is procedural in nature and can thus support
explanations based on the ability to trace the operations of its procedures.

" Domain-descriptive knowledge can be thought of as the "textbook
rudiments" that are required before one can turn to solving problems. In an
expert system for diagnosing a digital electronic circuit, this would include
knowledge of the behavior of the different kinds of devices used and the
ways they are connected. Explaining why a problem-solving method works
must involve explaining how that method constitutes an implementation of
such knowledge.

* Terminology is a lexicon of symbols used in the representation of both
problem-solving knowledge and domain-descriptive knowledge. For example.
the digital electronics domain would include terms like system. Input, and
adder.

The EES program writer is now operational. The program writer is the central
component of the EES sy*tem. Using a high-level specification for an expert system, the
program writer can produce a LISP implementation for the expert system. The
program writer uses two passes. During the first pass. the basic structure of the expert
system is designed. and that design is recorded in a machine-readable development
history. The second pass of the system examines the recorded design and produces the
actual LISP implementation. The first pass is substantially more complex and has been
tested on two domains: a software tool called the Program Enhancement Advisor and a
diagnostic system for telemetry systems. The second pass of the program writer has
been teted on the second domain and has produced a demonstration expert system of
approximately 10 pages of LISP code.

The program writer primarily creates the implementation by refining high-level goals
into increasingly lower level goals until the level of system primitives is reached. The
major advance of the EES program writer over XTLAIN's program writer [9] is that the
EE.S program writer can reformulate a goal into other goals if no plan can be found for
implementing the goal. The program writer makes use of several kinds of
reformulations that seem to occur frequently in expert systems [5]. Providing for
reformulation has had several benefits. First, it allows us to more accurately model the
proue, of creating an expert system, because the problem of reformulating desired goal,
in light of available implementation technology is in fact a major part of expert system
design. Second. by further relaxing the coupling between plans and goals. this approach
should facilitate knowledge reuse across expert systems.



2.4 MILITARY IMPACT

* The EES project is an important step in assuring that expert systems can he cret .e,
and suitably maintained by the military without contractor assistance. EES prvide,
leverage in three important ways:

1. EES's explanatory capabilities can be used by a maintainer to better
understand an expert system's current capabilities and the effects of
proposed changes.

2. Expert systems created using EES are inherently more modular than those
created using conventional expert system shells. This makes it easier to
change one part of the system independent of the rest (and opens up the
possibility of knowledge reuse).

3. The EES approach will provide a permanent record of major design
decisions by the designer and of subsequent decisions by others improving a
particular expert system developed under EES. With the frequent turnover
of military personnel. such a record should be invaluable.

2.5 FUTURE WORK

We will extend the EES framework in three areas:

1. Specification. As mentioned above, we have identified several kind, of
explanations that expert systems should be able to provide. To provi(le
some of these. it will be necessary to capture additional kinds of knowledge
in the underlying specification language that EES provides for constructing
expert systems. This will allow us to provide these explanations and. by
increasing the modularity of the expert systems, make them more
maintainable.

2. Operationalization. Because EEs explicitly provides a specification and
an implementation for an expert system. as well as a development hist(ry
that connects the two, we believe we will be able to mimic human expert
problem-solving behavior more closely than can be done with conventional
expert systems through the use of "compiled-in assumptions," which we
describe below.

3. Explanation. We want to provide a flexible explanation facility that can
fully exploit the knowledge represented within the EES framework. Further.
we want this explanation facility to be capable of reacting to user
misunderstandings and presenting additional clarifying explanations.

The remainder of this section discusses our plans in greater detail.

2.5.1 Specification

The major improvement we want to make to EES's specification language isa to

augment it so that it represents the knowledge needed to an, wer question,, such as the
fol0~ming:



I. What are the problems that may be solved (that is. what are the goal.$ that
the pro )blem solver knows about achieving)?

2. What is the intent behind a goal (that is. what does it mean to solve a
particular problem)?

3. How do the actions taken in solving a problem contribute to the ultimate
solution (that is. how do the problem-solving methods work)?

Answering questions such as these requires the knowledge that underlies EES's plans.
but because EES does not represent that underlying knowledge, these questions cannot

be answered at present.

Oui- first experiment with EES involved the construction of a demonstration-sized
expert system for the diagnosis of telemetry systems [111. While this experiment

demonstrated the feasibility of our approach and captured the knowledge needed to
answver several kinds of questions that previously could not be answered [5]. it was not
pos ildle to answer the question. "Vhat does it mean to diagnose a system?" Problem-
solving knowledge of hou' to diagnose could be retrieved, but it could not be related to
domain-descriptive knowledge that characterized what a diagnosis was.

For example. the system had several methods for diagnosing a system. which we have
hand paraphrased in Figure 2-3. These display what the system does in performing a
diagnosis, but it takes considerable deductive effort on the part of the user to figure out
what a diagnosis amounts to. WAe would like to have some explicit representation of the
intent behind a diagnositic goal, such as: "To diagnose a decomposable system means to
find a primitive subcomponent of the system that is faulty." Such a representation
would be very valuable, because it would provide very clear statements of what the
svsteni is intended to do that the user could then compare with his own requirement, to
see whether or not the system is intended to solve a particular problem and how well it
doe, that.

The experiment thus highlighted two fundamental limitations:

1. There was still no explicit representation of the intent behind a goal. which
the system could use to explain what it was doing. Thus. the system could
not explain what it meant to achieve a goal.

2. There was still no representation of relationships between problem-solving
knowledge and domain knowledge, which could account for why a method
worked.

The problem lay in the fact that the methods were themselves "compiled" from a still
more abstract level of knowledge. but neither that knowledge nor the derivation of the
plans from it was represented. We want to represent this specification-level knowledge
explicitly and then mechanically derive the plan-level knowledge from it. More
,lo'cifically. this in v xe, the following activitie,,:
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To diagnose a decomposable system,
If there Is a fault in the system,

0 then locate the cause of the fault within the system.

To diagnose a primitive system,
If the system is faulty.
then conclude it Is the diagnosis

To locata the cause of a fault within a system which is loosely-coupled,

Diagnose the subcomponents of the system.

To locate the cause of a fault within a system which is tightly-coupled,

Locate the cause of the fault along the signal-path
beginning at the system-input and ending at the

system-output.

To locate the cause of a fault beginning at systeml and ending at system2,

If systemi is faulty
then diagnose systeml

else locate the cause of the fault a'cng the
signal-path beginning at the system that systeml
outputs to and ending at rystem2.

Figure 2-3: Methods as an inadequate explanation of the goal of diagnosis

" Develop a declarative representation of domain-descriptive
knowledge that is conducive to transformation to problem-solving
knowledge. This representation consists of two components:

1. Definitions of terminological entities

2. Assertion.s of relationships based on those entities

" Define a set of primitive actions for the description of goals. It is
assumed that these actions will be readily understood by users without
explanation. We are finding it. possible to characterize goal intent in terms
of a small number of primitive actions. Thus far, we have found two:

1. determine-whether: establish the truth of a given assertion

2. f ind: find an object that satisfies a given description

While we anticipate the possibility of other primitives, it is worth noting
that these correspond to the basic types of problems analyzed by Polya [6]:
problems to prove and problems to find.

" Define a representation of domain-specific goals based on primitive
actions.

* Represent "weak methods." We wish t o regard weak method, as
problem-solving knowledge that i4 not ,peciflc to a problem domain bu is

0 I|
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available when such specific knowledge cannot deal with a particular goal.
With respect to the primitive actions just cited, our weak method, may be
regarded as "first principles" that may be engaged in satisfying
determine-whether and find goals. regardless of the specific nature of
the assertion to be established or the description of the entity to be found.

" Represent optimization knowledge. This is the knowledge that makes
the expert system efficient by turning "weak methods" into "strong" ones.
It includes knowledge about how to make generate-and-test more efficient by
moving tests into the generator. By representing this knowledge (and its
application) explicitly, we will be able to answer questions such as why a
particular test was performed at a particular time.

" Create a reasoning mechanism capable of deriving procedural
problem-solving knowledge from declarative domain-descriptive
knowledge, the "weak methods," and optimization knowledge. The
desired explicit representation of the relationship between problem-solving
knowledge and domain knowledge will be based on this mechanism. This
mechanism will create plan,- that are stated roughly at the level of
abstraction of the current plan representation in EES. Like our current
plans. these plans will be used by the automatic programmer a's it
synthesizes an expert system. The difference will be that, because the
derivation of these plans is recorded, the explanation facility will be able to
explain how individual steps in the plans contribute to achieving a goal. and
it will be able to further elaborate just what that goal means.

To us. the really exciting possibilities for this research are that. in addition to

providing increased explanatory power. it will make explicit and allow us to exploit the

link between the "weak methods" of traditional AJ systems and the "strong method,,"

of expert systems. This should give us a better understanding of the nature of the

knowledge in expert systems and how it is employed.

2.5.1.1 A hypothetical example

To illustrate the kinds of explanatory gains we expect, let us return to the digital

circuit of Figure 2-1. In Figure 2-2 we presented an explanation that might be

produced by paraphasing the code of an expert system designed to diagnose this circuit.

This explanation is barely adequate, and certain important kinds of explanations cannot

be provided:

" Questions about terminology cannot be answered. The system
cannot answer a question such as. "What does it mean for adder Al to be
faulty?" because the definitions for such terms are not available.

" Justifications cannot be provided. The system cannot explain why it is
important to look at A1-O1TI in term, of the role it plays in the circuit
being diagnosed. because the system doesn't know.

• Questions about general methods cannot be answered. Because all
of the system's problem-solving knowledge is represented at a very specific
level, there are no means to answer questions such as. "In general. how does
I he ysteln diagmvose a dec' i ilde ,ysien."?
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In Figure 2-4 we present the kinds of explanation, that we expect to be able to

produce using our enhanced specification language. The system will be able to present
justifications that show why a particular circuit component is being considered in terms
of the role that component plays in the circuit. It will also be able to answer question,;
about terminology and the meaning behind goals. Finally, because we will have a much
better representation of the derivation of problem-solving knowledge, we expect to be
able to provide better explanations of how the system's problem-solving knowledge
works in general.

Justifications:

System: Please enter the value of the signal at A1-OUTI:
User: Why?
System: DIAGNOSER is trying to determine whether adder Al is faulty.
Al-OUT1 is the output port of adder Al. A system is defined to be
faulty if its actual outputs are not equal to its expected outputs and
its actual inputs are equal to its expected inputs.

In thi, case, it has been determined that the actual inputs to Al are
equal to the expected inputs. so if the value of the signal on Al-OUT1
is not equal to the expected value (which is 6) the system will conclude
that Al is faulty.

Questions about Terminology and Intent:

User: What is a decomposible system?
System: A decomposible system is a system that has more than 1
subhcomponent.

U ser: What does it mean to diagnose a decomposible system?
System: To diagnose a system means to find a primitive subcomponent
of the system that is faulty.

Questions about General Methods:

U,'ser: How does DIAGNOSER diagnose a decomposible system?
System: DIAGNOSER locates the fault along the signal path(s)
beginning at the system's input(s) and ending at the system output whose
expected value is not equal to its actual value.

Figure 2-4: Hypothetical explanations planned for EES



2.5.2 Operationalization

We would like to address two area- in improving operationalization: interprlntiol

and compiled-in assumptions. These areas are explained in detailed below.

2.5.2.1 Interpretation

Currently, the EES framework compiles the specification for the expert system into an
implementation. We would like to modify the framework to support direct
interpretation of the specification as well as compilation. This would allow an expert
system designer to more rapidly experiment with design changes and also would allow

us to make use of compiled-in assumptions.

2.5.2.2 Compiled-in assumptions

It is well known that experts make assumptions. Sometimes an expert will exp~licitly

make an assumption during problem-solving. but often assumptions are compiled into a
problem-solving method so that. by adopting a particular method, the expert impliitly
makes assumptions. For example. although a novice might methodically consider and
reject very unlikely problems when diagnosing a device, a more experienced
troubleshooter wont consider them. assuming that the.) aren't causing the problem
because they are so improbable. He doesn't even appear to be consciously aware that
he is making these assumptions. An intriguing possibility for EES would be for the

program writer to compile such assumptions into the code it writes. This would make
the program writer a non-equivalence-preserving compiler. since the deep specification
knowledge would be assumption-free, while the compiled knowledge would contain
assumptions. These assumptions would he explicitly recorded in the refinement
structure so that they could be retracted later if they appeared to be wrong.

Making such assumptions could significantly improve the efficiency of an expert
system in terms of both runtime and the amount of data for which it queried the user.

There seem to be three major considerations in making an assumption: 1) it must he
correct most of the time. 2) it must be possible to determine when it is violated, and 3)
it must he possible to recover from an assumption violation. The benefit of this
approach is that it would allow us to create expert systems that solve straightforward
cases quickly. while still being robust enough to handle complex cases.

2.5.3 Explanations

To provide better explanations. explanation will be treated as a planning problem
where the system plans an explanation to provide the user with the knowledge he
appears to need to know. This approach is:

* Flexible: the system can represent many different explanation itlrategies and
elllploy then a ('i re lll1t al Ces wa'rant.
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* Easy to modify: strategies provide a more modular organization.
* * Reactive to the user: if the user appears not to understand the explanation.

the system will either replan a new explanation or interactively debug the
current explanation.
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3.1 PROBLEM BEING SOLVED

The Formalized System Development (FSD) project is working to extend the currently
available technology in two areas of computer science: interactive programminpg
emrironmnents. and the use of specification languages in software development.

The term specification language is not used in a technical sense in the computer
science literature. It is used descriptively, in contrast to programming language, to
refer to formal languages whose semantics can be defined in terms that tend toward the
"declarative" rather than the "procedural." Statements in specification languages give
the feeling of defining "what to do." Statements in programming languages give the
feeling of defining "how to do it."

Ideally. a specification should serve at least two purposes. First. it should serve as a
"contract" between the system specifier and system implementor(s), delimiting the
permissible behaviors for the implemented system. Second, it should serve as a major
portion of the "official" documentation of the implemented system.

In current, practice, formal specifications are used in software development only when
they are required by the government or management as documentation, or when there
exists a fully automatic means of implementating the specification, i.e.. a compiler for
the specification language. The first, use is dangerous, because there is no effective
means of keeping the specification consistent with an evolving, manually produced
implementation. Hence the documentation becomes obsolete and misleading. The
second--operational use of formal specifications--is quite limited, because even the most
high-level. general-purpose languages for which compilers exist [7. 13] lean heavily
toward the "programming language" end of the specification-programming spectrum.
Specification languages are in real use only within quite restricted problem domains for
which special-purpose languages and compilers have been designed [11. 15].
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The prinary reason for relying on automatic compilation of specificat ion languages, is
the fact that most software is intended to evolve over a lifetime of many years. For the
specification to serve the two primary roles mentioned above, it must be the
specification itself that evolves with the implemenation (and with any derivative
documentation). tracking that evolution. This is currently practical only if a new
implementation can be derived automatically from an altered specification.

Recompilation of a large system, even when automatic, is an onerous and time-
consuming task. Since changes to a specification typically affect a small percentage of
the entire system. considerable effort has gone into providing developers with
programming environments [6, 9. 11, 12] that are able to analyze software
interdependencies sufficiently to permit Increm ental recompilation of systems. Because
automatic compilers currently perform ahnost no global optimization. this dependency
analy, does not need to be very sophisticated. Programming environments not only
provide for incremental recompilation. bitt also provide a housing for a variety of tools
that manipulate or reason about programs. Equivalent support must be available to
support the evolution of specifications.

('onsiderable research has been done in the area of specification languages [4. 8. 10].
Much of this work begins with predicate calculus as a logical base for specification.
often augmented with some form of temporal logic to deal with the inevitable notion of
state that arises in specifying software systems. Our work has focused on Gist [1] as a
specification language. Gist has much in common with the logic-based languages, but it
advocates a mixture of procedures and constraints as the means for denoting the desired
systen behavior.

High-level specification languages do not lend themselves well to automatic
compilation. One reason for this is the need for considerable theorem-proving to
discover correct implementations. Another is the existence of an extremely large
number of potential (even correct) implementations, most of which are inadequate on
efficiency grounds. Finally, these languages do not contain sufficient information upon
which to base a choice among alternative implementations. because issues such as
relative frequency of execution of various operations, or environmentally imposed
resource restrictions, are not expressible within the language notation.

3.2 GOALS AND APPROACH

The goal of the Formalized System Development (FSD) project is to provide order-of-
magnitude improvements in the cost of software development and maintenance through
the use of a new software lifecycle paradigm. The new paradigm calls for the
mechanical. but human-guided. derivation of soflware implementations from formal
.sperifirctions of the desired soft%%are behavior. It relie, on altering a system',
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specification and rederiving its implementation as the standard technology for softiware
maintenance [2]. Practical use of this paradigm requires extending active machine

* involvement into the earliest stages of the development process.

The specification-based software paradigm (see Figure 3-1) enables system builders to
separate concerns, methodologically and notationally, that are not separable in the
paradigm prevalent today. Specifically, issues of functional behatqor of a system can he

* expressed and explored without the necessity for considering any specific
implementations that produce the behavior. Implementation concerns can he
expressed, and alternative implementation strategies explored, in the context of a fixed
specification. This separation of concerns is possible today only with the use of
informal specifications. However, informal specifications are susceptible to multiple
interpretations, to misinterpretation, and to errors of omission. But most significant is
the fact that they are not interpretable by machine at all. This prohibits the

development of software aids for validation, implementation, or evolution of the
specifications.

If system builders are to derive the full benefit of the new paradigm, support must be
provided for the development and maintainance of formal specifications. This support
entails the use of suitable languages (notations) for system specification. a methodology

for using specifications. and suitable software support environments to assist people il
their use. A minimal. but nonetheless very useful, environment can be patterned after
existing programming environments for high-level programming languages [6. 9. 11. 12j.

But these environments rely to a great extent on the ability to compile and execute
pieces of a program (specification) on test data as a means of determining the

correctness of that program. The use of higher level specifications does not, however.
necessarily reduce the cost of producing a testable implementation. To be directly
testable. a specification must be automatically machine executable (compilable). This is
at odds with having a notation that supports evolution and validation techniques well.
The FSD paradigm relies on rapid prototyping [3] as a means of reducing the effort

needed to produce testable implementations of formal specifications.

Since producing an adequate implementation of a specification is expected to be more
costly than producing the specification itself, there is a large potential benefit from

technology that can aid in the validation of a specification prior to the investment in a
testable implementation. When the specifications are formal. the opportunity is
present to apply Artificial Intelligence and software engineering techniques to the

problem of validation. In particular, symbolic evaluation 15] can be performed on the
specification itself to provide feedback to the specifier on implications of a given
specification.

The FSD project is engaged in the construction of a testhed for exploration of 1hi,
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new paradigm. The testbed constitutes an operational support environment for
software design, implementation, and maintenance. Over the project's lifetime. thi,
environment will support a succession of specification languages and implementation
technologies. Progress is measured by increased support for the software designer in
formulating. validating, and implementing software systems. The testbed focuses on
supporting a level of support adequate for constructing useful prototype.s of realistic
software systems.

Each stage of the testbed system is being built using the prototyping environment
supported by the prior stage. In this way, the project achieves leverage from its own

research. In addition, several administrative applications are being maintained using
the latest testbed support as an ongoing means of obtaining early feedback on the
utility and quality of new support technology and tools.

3.3 SCIENTIFIC PROGRESS

Progress in the FSD project is best characterized in terms of its level of specification
support. testbed implementation. and experience gained using the specification-based
paradigm.

3.3.1 Host Language Integration

Currently FSD supports an annotation-based specification paradigm. This is achieved
by exten',i ng Common LISP with specification-oriented macros and run-time library.

and providing annotations (compiler pragmas) that control the translation of thee
macros into Common LISP code and invocations of the run-time library routines.

The language of extensions (both macros and annotations) is called AP5. It is not
feasible to guarantee the existence of a set of supported annotations that will turn a

given problem specification into an acceptably efficient implementation. For the
annotation paradigm to be practical, there must be a way around this limitation. For

AP5, the means we have chosen is to tightly integrate the specification with its lower
level embedding programming language. Common LISP. This makes it possible to use
Common LISP directly where the annotation language is inadequate, or where the

specifier actually finds Common LISP more expressive than APS. In addition. it make-;
it possible for AP5 to ignore certain facets of program behavior (such as I/O), allowing
them to be handled entirely by constructs from the embedding language.

This tight integration manifests itself through the following:

e Support for the use of any LISP datum as an element of a tuple in AP5's
database. Thus the specification is not restricted to referring to
relationships between datatypes defined by NPa5 or within the specification
itself.
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" '5upport for the use of any of' the predefined Comnmon LISP notions of
equality (EQ. EQL. EQA'.Li. STRING-EQUAL, etc.). or other equivalence
predicates defined by the user. This support means that applications, as in
Common LISP, can use different theories of equality for different uses of
different data. The specifier declares (or defaults) a particular equivalence
relation independently for each slot of each relation.

* A natural mixture of AP5 and Common LISP in the specification text. In
particular, AP5's predicates can be used anywhere within a LISP form as an
expression that will evaluate to T or NIL. Conversely, within a primitive
wff in AP5. it is possible to use an arbitrary LISP expression wherever a
literal could appear. 1 Such expressions are evaluated relative to the lexical
environment in which the embedding wff occurs. Iteration is specified in a
syntax that extends the loop macro, with the multiple values generated
being passed out of the database into Common LISP variables.

" '.-;ii1 port for an arbitrary Common LISP predicate of n arguments to be
treated as an n-ary relation, and an arbitrary Common LISP function of I
inpults and () outputs to be treated as an i+o-ary relation. This is valuable
not only in situations where first-order logic is inadequate for defining such
relations. but for interfacing AP5 specifications to independently written
Common LISP programs.

" Support for the full power of Common LISP's macro-defining capability for
user extensions to the syntax of wffs.

One of the advantages of a database-oriented prototyping language is that it enables
application programs to be integrated at a shared-data (rather than shared-file)
granularity. Currently only multiple applications on a single workstation are being
coiisidered. Since these applications may run asynchronously (as separate process,,es
sharing the same virtual address space). suitable locking of database transactions was
provided. This was accomplished by "overloading" the senantics of AP's atomic

database transaction operator. A process entering an atomic transaction obtains a
"lock" on the entire database. Another process may read the database without holding
the lock. but it may not enter an atomic transaction of its own. The process holding
the lock gathers data from the database and determines desired changes. After these
changes have been approved--and perhaps augmented--by AP5's consistency manager.
the process performs the actual update of the representation of changed relations while
holding a second lock. 2

)Or exetn where the name of a relation could appear. just as i. done with FUNCALL and APPLY in
('ommon LISP.

2Recause the time needed to update the stored representations is generally quite small. this second lock
ha, acttally been implemented with a "critical section" of code during which process switching is

in hihited
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3.3.2 Testbed Experience and Implementation

In order to benefit from most of the environmental (as opposed to language) support
offe,'vd by the FSD testbed, application programs must be represented and maintained
in the testbed's fileless environment. Existing applications, on the other hand, including
the testbed implementation itself. are written as collections of text files. To bridge this,
gap, a source code "importer" was written to convert existing file-based applications to
testbed-resident applications. The importer converts a LISP source code text file into a
testbed module. The importer has the following salient characteristics:

" Each top-level form in the file becomes a single individual definition, which
is made a component of the module.

" Commentary text appearing in the text file between top-level forms is
retained as the value of the DOCIUMENTATION attribute of the definition
created for the top-level form following the commentary.

" The importer recognizes the syntax of standard defining forms of Common
LISP (defrn. defstruct. defvar. deftype. etc.) and is able to automatically
cla,,qify the definitions, it creates as Function-Defintions.

ariable-Definitions. etc. It is also able to choose a suitable name for the
definition by using the name of the Common LISP unit (function. variable.
type) defined by the form.

• The importer recognizes occurrences of ENAL-'VWIEN forms at the top level
of text files. Each form within the scope of the EVAL-WHEN is converted
to a separate definition. The eval-when times list is saved as an attribute of
each of these definitions.

* The importer recognizes uses of IN-PAC'KAGE at the beginning of files, and
retains thi- information in the RED-PACKAGE attribute of the module
being created. Subsequent IN-PACKAGE forms cause READ-PACKAGE

* attributes to be asserted on the definitions created for the applicable forms.

* The importer retains the total ordering of form., from the text rile as the
LOAD-ORDER attribute of the new module.

The importer has made the job of transferring existing LISP software into the testbed
relatively painless. The recommended methodology is to create a
De'elopmnent-Free-Mod-ule, import each file of the target. application program a.s a
submodule, add any additional structure desired. 3 and simplify the load-order. Then
the root module is converted into a System. which can be maintained with the testbed

* technology.

Experience with the testbed has consisted of maintenance of portions of the testbed
itself and of several administrative software applications, such as electronic mail and

0
3Typically. testbed system, are broken into modules of smaller grain size than text files. Also.

component- can be placed in more than a single module. providing multiple organizations of a single

0
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document preparation. A major limitation demonstrated by this experience is that
small changes to relatively stable systems are very expensive to make. because it is
necessary to map the entire persistent representation of the system into the virtual
database in order to make any changes. A solution is planned that will permit the
selective incorporation of individual components of a system.

One of the main impediments to using the testbed's software development. monitor in
the past had been a lack of reliability in correctly restoring the state of software systems
and development histories following workstation initialization. These problems have
been traced to lack of adequate separation of concerns about execution, definition, and
development history environments in the testbed database. A design has been drawn
up. and is being implemented. that calls for recording of update modes and markers for
each of these aspects for each system in a workstation. This should not only relieve the
existing reliability problems. but increase users* flexibility in restoring only needed
portions of an environment from the persistent to the virtual database.

The other major dissatisfaction with the environment deals with overall performance.
Some of these issues can clearly be dealt with by improved choice of annotations. In
other cases, the real problem is not performance per se. but a problem of priorities--the
software development monitor is competing with the developer for scarce computing
cycles. Where possible. we want to give the developer priority, letting the monitor use
spare cycles running as a background task.

The testbed was fully converted to run on LISP workstations (Symbolics 3600 serie,
and TI Explorers) without reliance on the Interlisp Compatibility package. Reliance on
Zetalisp is also being removed so that. to the extent possible. the testbed will be a
portable Common LISP software system.

3.4 MILITARY IMPACT

Revolutionary advances in hardware technology over the past decade have outpaced
those in methodology and computer support for the design of software. While more
powerful hardware makes possible some savings in software development. time and cost
by reducing the need for optimization. these savings are relatively small. Software
development and maintenance expenditures estimated in excess of twenty million dollars
daily are ample evidence of the economic burden to DoD. Managerial controls can help
to ensure that software funds are spent effectively, but, they cannot stem these
burgeoning costs as they are inherent in the current complex, manpower-intensive
softA are production and maintenance technology.

For many military objectives. the complexity of software is an even more important
limitation on realizable sywtem, than their financial cost. The new hardware



technologies provide the basis for far more complex and evolvable software. in bth
embedded and non-embedded applications. Such soft ware cannot be reliab)ly produced
by current software methodologies, which were developed in a world of hardware

resource scarcity for both the developer and the ultimate delivery system. These

hardware technologies--VLSI, massively parallel machines--will rapidly become available
throughout the industrialized world. Advances in software technology propagate more
slowly. It is critical to DoD's mission that the 1.S. retain its leadership role in this area
and become the first to effectively tap the potential afforded by the ongoing hardware
revolution.

The FSD project addresses these challenges by providing the framework for the use of

formal specifications as the cornerstone of an improved software development
paradigm [2]. This paralign will dramalically improve military programmer ,' ability

to develop and maintain large software systems.

The most promising strategy to control software costs and to realize the ever-

increasing potential of' new hardware is automation of the development and

maintenance activity. FSD proposes to automate significant portions of the current

programming methodology, shifting the focus of human effort to making specification

and strategic implementation decisions. The targeted specification language of thi,
effort. Gist. is oriented toward specifying total systems. not just software component,.

Git specifications en(onpass svgt(llS that are ultimately implemented with

com binations of hardw are (both electroniqand mechanical), software. and "fleshware"

(human) component,,. This is6 particularly relevant to the heavy use of "embedded"
syt ems in military applications.

3.5 FUTURE WORK

A technology to support specification-based design. implementation. and maintenance
of software systems cannot first be fully designed, and then implemented, with any

chance of success. Rather it must be evolved through feedback gained from actual use
of a succession of operational environments that can span the gap between current
technology and the goal. Because of this. and because we believe this is the way almost

any large software system should be developed, we have focused on supporting rapid
prototyping in this environment. We now have in place a robust, well-exercised testbed
that supports the specification-based paradigm. This enables us to gain leverage from
each successive environment in its own maintenance, as well as in specifying and
implementing its successor.

* ISI also has in place a technology transfer program (see Chapter 1) that enable, u, to
disseminate this technology to other researchers in the DARPA community. This will

p~ro\ile our major source of feedlback. btl)h on the extensibility of the testbed and o ito
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strength,, and weaknesses in use on serious applicafion development and maintenance.
Such feedback is essential to gain maximum leverage from the FSD's future research

and development efforts.

The weakest aspect of the existing testbed is the specification language itself, which is
an extension of Common LISP. The anticipated benefits from the new paradigm are
predicated largely on gains derived from maintaining much higher level specifications.

Having categorized specification language features and the benefits afforded by each.
having designed a succession of languages that incorporate these features, and having
laid out the framework needed for implementation support for each language level, we
are prepared to make a series of quantum steps in the specification technology
supported in the testbed.

Progress in the operational testbed will be characterized by distinctive plateau,,, each

enabling behavioral specifications to be written with less regard for tile ltirliate

implementation hardware/software base, and each with suitable support for deriving

implementations from those specifications for (at least) a (ommon LISP software base
and the supported LISP workstation. This support will extend to maintenance of
specifications by multiple maintainers and distribution of software upgrades to multiple
users. at least where the maintainers and users are connected by a local area network.

The precise character of each plateau must be in some significant way.-
opportunistically determined by feedback from users of its predecessor. We expect to
achieve the plateaus characterized below during the next three years. We recognize thal
some features we use to characterize a plateau are independent of other features of that
plateau. and logically could be present in an earlier plateau. The decision of when to
target the introduction of a new capability is based on the need for coresident
capabilities and on our estimation of the technical difficulty of providing that capability
from the current state of the art.

9 At the local annotation plateau, specifiers will be able to use a pure
extension of Common LISP as their specification language. This extension
will permit them to omit, selectively or totally, any specification of target
language data structures to be used, and to specify logical tests and data
retrievals over their data with full first-order logic. without regard to their
procedural realization. The specification language will also provide for the
expression of logical consistency conditions that must be maintained by the
implementation, and for data-driven invocation of procedures (automation
rules). Annotations added to these specifications will guide an automatic
compiler in producing pure Common LISP code that implements them.
Human implement ors will select annotations with some knowledge-basel
assistance. This assistance will include, but will not necessarily be limited
to. monitoring annotations that must still be added to make the specification
coimpilable. providing menuq of annotations that are applicable to selecled
parts of the vlecification. and prohibiting the selection of incompatible

ai ji, at i I iI I.
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" At the independent specification language plateau. the specifier will be
usiig a notation that is no longer an extension of the target programming
language. and that does not rely on the use of target language procedures for
part-s of the specification. This language will have a grammar-defined
syntax. Functional and procedural abstractions will at least permit, and
possibly require, typed inputs and outputs, to support greater analytical
support at the specification level. The language will have an extensible
typing mechanism and multiple inheritance. Implementation will still be by
annotations to the specification, but many annotations will have the form of
transformations, making it possible to add new annotations without altering
the compiler. The power of the specification notation will still be
compromised sufficiently to permit treatment of the annotations as an
unstructured collection of pieces of advice.

* At the implementation design plateau. the specification notation will be
sufficiently abstracted from the implementation hardware architecture that
annotations treated as advice in terms of the specification itself will not yield
acceptible implementations. probably even for prototyping purposes. The
imlenijentor. with machine assistance, will have to provide the compiler
with a derivation pian for arriving at an effective implementation. Such a
plan will be much like a conventional program. whose data is the
specification to be implemented and whose operations are transformations on
that specification. The implementor will be supported in his search for a
suitable derivation plan by automated management of alternative partial
plans. He will be able to selectively extend these plans and, in some cases.
merge plans. The ability to reuse most of a derivation plan when an altered
specification must be reimplemented is crucial to the viability of this
plateau.

" At the ecolhable specification plateau. support for performing maintenance
on the specification itself will go beyond what can be provided solely by
knowledge of the syntax and semantics of the specification language. This
addilional support may entail the specifier providing additional information
about the specification. such as purposes. preferences. and scenarios. Our
goal is to allow the specifier to describe desired changes in terms that are on
a higher level than localized syntactic changes to the specification. Examples
of higher level editing terms include the following:

o changes described as exceptions to the current specification

o changes described in terms of the set of behaviors denoted by the
current specification

o changes that cross the syntactic boundaries of the language, such as
further "parameterizing" a current abstraction, or "generalizing" a
current abstraction

ISI is, already engaged in research on specification evolution. and notationq
to support it, under a separately funded contract.

As each plateau is achieved, necessary changes will he made to the existing
,;pecifications of the FSD administrative applications, and the FSD testbed software
it-elf. so that the continued development of the,;e systems will take place within the
envi()nnlient lovide(d by the new plateau.
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.,e-eral aspects of lifecycle support require form, of dependen(.y tracking.
specification maintenance is simplified if the specifier can be attomatically notified
when a change to one part of his specification requires that he modify a dependent
piece. Incremental compilation is possible only if the dependencies that connect
implementation code to the original specification are maintained. Specification-level
explanation of implementation behavior can only be realized if these dependencies are
available to the explainer. These are not dependencies that can be expressed in the
logical formalism used for FSD consistency maintenance. We need to find a general
mechanism for expressing and tracking these dependencies. rather than implementing ad
hoc mechanisms for each new kind of dependency that arises. 4 It is very often desirable
for a software system to be able to operate in a number of usage environments. The
differences may be in implementation hardware, peripherals, associated software (such
as an operating system). or user community. The ramifications of these differences may
be confined to the implementation of the specification. or may engender specification
differences as well. For maintenance purposes. it is unacceptable for each such "end

version" to be managed as an independent specification with its own implementation.
We propose to support the concept of a "version dimension" with an enumerated
collection of values. For example, PRIYVACY. with values PUBLIC. PERSONAL. and
SENSITI'VE, might be a dimension along which a specification was differentiated. while
I-IARDWARE. with values SYBOLICS-3600 and TI-EXPLORER. might be a dimension
used in differentiating implementations. We want to make it possible for a specification
and implementation plan to have a "generic" version, with differences specified along
these dimensions only where needed.

Managing changes to specifications and their implementations. and distributing
software upgrades to users, place developers in a situation of constantly shuffling
between partially completed tasks, with many activities pending the outcome of others
in progress. 5 We believe that the automation rule component of FSD's operating system
places us in a particularly strong position to automate some of this agenda
management.

Having a high-level, formal specification of system behavior, together with a record of
the mapping from that specification to its implementation, opens up the possibility of
creating software that is tailorable by end-users in ways that go well beyond what. can
be achieved with canned "user-model" parameters. Particularly promising are the
possibilities of letting end-users add modeling extensions to a system. where these are

4A similar problem was recognized in Al knowledge bases that perform forward inference, thereby
storing results whose logical support could later be withdrawn. This problem is dealt with by a technique
called truth maintenance.

'Thi- situation ij not unique to software management. of coure.



37

defined in such a way that they cannot be inconsistent with the specification. nor
invalidate its implementation. and letting them add personalized automation rule, to

* their own environments. Ve have already seen this occurring with the software-
knowledgeable end-users of our existing administrative applications.
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4.1 INTRODUCTION

The Communications Research group is developing new applications for computer
networks in a wide range of areas including Command and Control Graphics (C2G).
Internet Concepts (INC), Multimedia Conferencing (MMC). and Supercomputer
Workstation Communication (SWC). The interaction of these activities provide,
valuable insights into problems and potential solutions in communications research.
Therefore, it is appropriate to report the projects of the Communications Research
group together.

The Command and Control Graphics project ha.s developed a network-distributed.
display-device-independent graphics application for command and control. The graphics
support system provides the ability to trade off the level of graphics interaction against
the available network communication capacity.

The Internet Concepts project focuses on providing appropriate and effective designs
for the primary user-service applications in the internetwork communication
environment. Currently the focus is on the Domain Naming System.

The packet voice and packet video capabilities demonstrated on the Wideband
Network and the mixed text, graphics. and voice messages demonstrated in multimedia
mail are being combined into an interactive conferencing system by the Multimedia
('onferencing project.
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The S upercompulter \Workstati on Communication project began in October 1985 to
extend tile application of the Wideband Network to more traditional data traffle in
addition to real-time traffic. The current project has developed routing method,; to

allow traffic that would normally flow over the ARPANET to be directed over the
Wideband Network instead. (Tsing medium-sized computers and workstations, data
transmission rates many times the maximum possible on the ARPANET have been
demonstrated. The Widehand Satellite Network provides the opportunity for effective

remote access to supercomputer facilities.

4.2 PROBLEMS BEING SOLVED

The goal of the ('ommiinications Research group is to extend and enhance computer
Corn lmlunications. The grotp's work is based on the ARPA-Internet. a systen) of
interconnected digital packet networks for computer communication. Rules for
corn m unicationl (protowo ) are the key element in successful computer communication.

The ARPA-Inlernet ha, \orking protocols for communication between heterogeneou,
computers via an interconnected collection of heterogeneous packet networks.

This research cover, work at several levels, involving applications protocols as well a-
host-to-host and gateway-to-gatewray protocols. At the applications level, the focus i-
on new uses of the Internet based on new procedures for hierarchical naming.
multimedia mail. and computer mail interoperation. The basic protocols are largely
complete. but a number of extensions are being explored to integrate and extend the
packet net work technology.

The communication research group specializes in prototype development of new
applications of comtiuter networks. In particular. we have developed a device-
independent, network-based graphics application-support system. and digital packet
voice and video applications.

4.2.1 Command and Control Graphics

The military, like the private sector, is in the midst of an information explosion.
More and more computers and computer-controlled systems are being acquired.
generating information in increasing quantity and detail. For this information to le
useful in command and control decisions, it is necessary for computers to assume a
greater role iii the storage. retrieval, analysis, integration, and presentation of data.

Information must be presented to the decision maker in ways that enhance and
facilitate the decision process.

A common a.,pect of virtually all command and control decision activity is the
re lilireliwiit to eXani w specific cnmmand and control data in an a proprial
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geographic context. The proper presentation of such information on a background map
can significantly aid in the rapid assimilation of information by the decision maker.
Two-dimensional geographic presentations often disclose perspectives that would not be
readily apparent from a table or list of numbers, providing a natural medium for
integrating and fusing information. For example. a situation display might graphically
integrate surveillance, force, and meteorological data reported by dispersed forces to
produce an aggregate picture of a particular situation. The resulting graphics display
could then be used to coordinate the activities of the dispersed forces. In general, C2
applications such as battlefield management, aircraft recovery, sensor avoidance, and
retargeting are much easier to comprehend when presented in a geographic context.

Computers and computer automation are finding increasing utility in such C2
applications. However, effective command center use of computer-based C2 information
requires much more than just computerization of the data. It also requires a suitable
presentation mechanism for information display. an intelligent front-end to manipulate
and present appropriate data geographically in an intelligible fashion. Consequently.
for computer graphics to play a significant role in military decision making. three basic
components are needed: basic graphics support: high-level, domain-independent display
agents: and high-level, domain-dependent decision aids.

First. there must be a graphics system. a program that converts basic graphics
primitives (e.g.. lines, text. filled solids) into the order codes for a particular display
device. The graphics system must meet military requirements for mobility and
survivability, particularly in crisis mode. The systen must also be adaptable to the
changing communications, processing. and display resources available during and
between crises, and must evolve to meet future command and control processing and
display requirements.

Second. high-level, domain-independent display agents are needed. Display agents are
expert systems for producing graphics displays." i.e., they manage the display surface.

the graphics representation, and the placement of information on a graphics display.
For example, a display agent may know how to creat and label a graph from a list of
numbers or how to create a Mercator Projection map and draw and annotate a great
circle course on that map given a list of geodetic coordinates. Display agents enable the
user to create complex two-dimensional graphics displays easily, thereby removing the
burden of "graphics expertise" from the user. Display agents use a graphics system as
the underlying graphics support mechanism for displaying visual information.

Third. high-level, domain-dependent applications and decision aids in the form of
expert systems are needed. These applications and decision aids interact with the uSer.
the user's databases. and the display agent. The decision aids retrieve raw data and
then generalize. summarize, analyze. abstract. aggregate. and fuse the raw data.
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tranif()rning it into information relevant to the user and the user's decision-making
proce-s. The decision aid also performs the semantic binding between the user's

information and the high-level representations provided by a display agent. For
example. a decision aid would determine the information relevant to the user (e.g., a
threat envelope, a convoy of ships, a returning aircraft, or a recovery site) and then
select the high-level display agent representations to be used to denote that information

(e.g.. a transparent overlay or a labeled icon). providing the geographic coordinates of
the objects for placement on a map or chart. The decision aid would not be concerned
with the particular techniques emp!oyed by the display agent or the graphics system to
sup)ort the various representations, nor with the production of those representations.

4.2.2 Internet Concepts

This project is concerned with the ongoing development of various prototype
implementations of new ARPA-Internet services (e.g.. SMTP Text Mail. NIPNI
Multimedia Mail. the Domain Naming System. Computer Mail Interoperations). in

addition. it provides research studies of various computer communication issues.

The growth of the Internet has led to a problem in maintaining the database of names
of computers (host names). their addresses, and other related information. The Domain
Naming System is a replicated, distributed database system developed to provide a basis
for distributed management and maintenance of this important host name database.

The usefulness of computer mail or electronic mail in the DARPA community and in
the commercial world has led to a desire for some form of interoperation between the
ARPA-mail world and some commercial mail systems. The Intermail program is an
experiment in supporting such interoperaton between the incompatible procedures of
the commercial mail systems and the ARPA-mail world.

Another concern raised by the growth of the Internet is the development of

appropriate routing procedures for very large systems. Most of the routing procedures

use table space or information exchanges that, grow with the size of the system (some
grow in both ways). For very large systems, such procedures become unworkable. The
development of the Cartesian Routing procedure is an exploration of a routing method
that is independent of the size of the system.

The Internet Concepts project continues to assist in the ongoing evolution of the
ARPA-Internet, especially in the introduction of new capabilities. This project aids
with the coordination, assignment., and maintenance of network parameters such as

network numbers and protocol identifiers, and with the development and maintenance
of protocol specifications and other documents relating to the operation of the ARPA-
Internet.
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4.2.3 Multimedia Conferencing

* The purpose of multimedia conferencing is to enhance the productivity of
communications between individuals through the use of computers and networking.
The DoD requirement to link all commanders with multimedia communication world-
wide is a prominent example. Military commanders need a service that includes the

following:

" Conventional communication, such as voice and video. In addition to
support for packet-switched streams, the system should be capable of
interfacing to the conventional phlone system, video conferencing services.
and other outside communication media. The ability to use different media
is important, both to improve the speed and effectiveness of the cooperation.
and also as a way of making computer-aided conferencing useful to people
who are not computer professionals.

" Communication of computer-generated data such as maps. status displays,
and text. The conferencing system is being designed to accept and distribute
information from existing applications with minimal interfacing effort. and
to provide for input and output of hardcopy text and images.

" A style that fits the needs of the commanders rather than requiring
specialized computer knowledge. The commanders' expertise is our scarcest
resource, and enhancing productivity is our goal. This includes the ability to
organize information flow either as a peer-to-peer conference on a

* hierarchical basis. and to support separate styles for different missions, while
preserving the desired information flows between separate conferences. For
example. a weather service could have an internal flow of information
between experts for different sensors, with the results edited and distributed
to different force commanders according to their specific needs.

" An implementation that meets military requirements for survivability
through redundancy, best possible operation in the face of resource loss, and
preservation of interoperability with DoD standard protocol services.

The ISI Multimedia Conferencing project is directly relevant to these needs. Media
protocols and support involve an area of effort, that focuses on providing standardized
formats and interfaces to devices-for different media. For example, ISI has taken the
lead in providing real-time video over packet-switched networks such as the Wideband
Network.

The Multimedia Conferencing project uses components from multimedia and text mail
tools produced by ISI and by others working in this area.

The architectural model for conferencing explicitly aims at producing tools for
different conference styles, experimenting with prototypes. and providing solutions for
applications. For example. we are developing support for democratic as well as
authoritarian floor control during a conference, and we plan to experiment with
information flow between conferences.



4.2.4 Supercomputer Workstation Communication

This project addresses the need for effective, high-bandwidth communication between

powerful computers and their users. The rapid growth of the Defense Data Network
(DDN) and the heavy load placed upon it demonstrates the demand for packet-switched
data communication.

There are two major initiatives under way to provide significantly increased

computing resources to research scientists in the military and in the DoD contractor

community. One provides very powerful symbolic computers: this is a component of

the DARPA Strategic Computing Initiative. The other is the NSF initiative on

supercomputers to provide greatly increased numerical computation capability.

The objective of the Supercomputer Workstation Communicatl-n project is to provide
effective remote access to these computing resources via high-capacity communication

systems such as the DARPA Wideband Satellite Network. This provides several
benefits of importance:

* High-bandwidth access to supercomputers at a limited number of locations
will be available to researchers in DoD-sponsored programs at a larger
number of remote locations, so that the power of supercomputing can be
applied to problems that would otherwise have to wait.

" The protocols and routing methods developed to provide supercomputer
access will also allow the Wideband Network to be used for some of the
traffic now flowing over more heavily loaded terrestrial networks in the
Defense Data Network.

" New techniques and applications of high-capacity computer communications
technology developed by this project can be applied in military systems to be
deployed in the future.

Thus, the SWC project will augment the DoD communication infrastructure in a

general way while providing specific leverage for DARPA's existing commitment to

supercomuting by making it more widely accessible.

4.3 GOALS AND APPROACH

The major effort for the Command and Control Graphics project involved the

production of the Geographic Display Agent (GDA). The project incorporated a laser

video-disk map database into the Geographic Display Agent and expanded the software

map database and drawing algorithms to include state boundary information. This

provided an improved map environment for the Geographic Display Agent and ('3

applications by providing more context than the previous land mass outline maps. The

project focused on supporting the Geographic Display Agent and Graphics System
through the final Strategic C3 Experiment demonstrations. The Internet Concepts

project's goals are to manage the assignment of protocol paraMeters to nethork
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experimenters as needed, and to continue to evolve and incorporate further capabilities.

The goal of the Domain Naming System effort is to produce up-to-date documents of

the protocols used in the ARPA-Internet community on an as-needed basis and to
investigate issues of addressing and routing in very large networks. The goals of the

Multimedia Conferencing project are to develop protocols for conferencing management

and media transmission, and to demonstrate multimedia conferencing by developing
• prototype systems. We have continued our efforts in the video and image media. and

we have conducted weekly teleconferences to test the system's effectiveness and make

improvements for higher quality video and sound. The goal of the Supercomputer
Workstation (ommunication project is to create and improve communication between
workstations and supercomputers, demonstrating first that traditional transport

* protocols can be used to communicate over the Wideband Network to a supercomputer
on a local network connected to the Wideband Network. and then designing new

protocols as needed for more effective communication.

4.3.1 Command and Control Graphics

The three basic components of a graphics aid for command and control (the graphics
system. the display agents. and the applications/decision aids) form a natural layering.
with the graphics at the bottommost layer and the application/decision aid at the top.

During a previous contract. IS] focused on the bottommost level, the graphics system
component. The effort resulted in the development of a network-distributable, display-
device-independent graphics system for command and control. As part of that work.

ISI also began research on the display agent and decision aids components, specifically.
features required for the creation of geographic displays. The work resulted in the

development of a Situation Display and Assessment application for retrieving and

displaying Navy data.

Situation Display allowed an operator seated in front of one or more graphics display

devices to pose natural language questions and commands to a distributed database

manager and to receive natural language and graphics responses. Examples of natural
language input included "Do any ships within 400 miles of Luanda have a doctor

aboard?" and "Show me the destroyers whose radar is inoperative." Graphics responses

could be in either of two forms, tabular or geographic. In geographic mode, ships and

associated data (such as sensor envelopes and speed/course vectors) were automatically
positioned on a background Mercator projection map. During the development of the

Situation Display, three factors were found to be particularly important in producing
aesthetic geographic-based displays: intelligent placement of objects, preservation of

display precedence relationships between objects, and judicious color selection.

The placement of information on the display surface proves to be critically important
if the display is to be readable. In creating maps and charts. cartographers go to great
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lengths to improve readability, even to the extent of displacing objects from their actual
geographic coordinates. For example, consider a map of the United State shlowing
major transcontinental highways and railways. In many instances, the two run parallel
to each other. If both the highway and the railway were represented at their exact
geographic locations, the two would lie on top of each other, .jaJJ,g it difficult to
distinguish one from the other. A cartographer would displace one of the two "ill-
distance from the other so that both would be visible. In Situation Display. "symbol
collision avoidance" algorithms were included to perform this . rnc type of function.

Another important factor in display generation is precedence of overlays. It is often
necessary to call attention to large areas. These areas might represent some
meteorological phenomenon like cloud or fog cover: coverage by sensing equipment. such •
as a satellite footprint or a radar sensor envelope: or a path. such as an airroute or a
sealane. While it is important to be able to distinguish visually the area in que,,tion. it
is al-o important that the area be displayed in such a fashion as not to obliterate or
obscure other data displayed in that same area. Overlay precedence allows one to
denote these areas by making small changes to either the intensity or the chromaticity
of the objects (or portions of objects) being displayed in that area (similar to placing a
light-colored piece of cellophane over the area). Situation Display used overlay
precedence in displaying satellite footprints, sensor envelopes, and sealanes. For
example. satellite footprints could overlay sensor envelopes, which could in turn overl:y
ships. sea, or land. All were discernible.

Color also had important use in Situation Display. Color selection provided
discrimination between nationalities for ship information. Highlighting (using blinking
or color intensification) was used to draw special attention to individual ships. e.g.. for
responding to questions such as. "Of the ships being displayed. which ships have an
AS\\' capability?" Colors and intensities were chosen so as not to unduly emphasize one
type of object over another. Colors for background information were chosen to produce
a visually apparent background.

Two important observations were made from the Situation Display development
effort. First. the production of legible geographic-based displays requires a considerable
amount of graphics intelligence and sophistication. In fact, the amount of programming
necessary to incorporate the "graphics intelligence" often exceeds that of the application
program or decision aid itself. Second. the representation mechanisms required for the
Situation Display were essentially generic in nature. For example, the same annotation
mechanism used to represent the location of a ship or submarine in Situation Display
could also represent the location of a tank or gun emplacement on an Army Tactical
display or an aircraft being recovered in an Air Force Bomber Recovery display. While
the graphics display portion of Situation Display was highly tailored to a particular
application domain (picture's were described in term' of specific Navy objects. e.g..
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\e' ,el ('ontrol Number,,. (nit Identification (odes, Ship (lasses). if" the binding of
semantic inlformation to graphic representation was done in the application program.

* the same graphics display package could be used by a variety of applications.

Since the resolution of many C2 problems requires such an interface, ISI proposed
producing a Geographic Display Agent (GDA) that assumed responsibility for the
generation of geographic-based displays and was general enough to interface with many
different application problems. The primary goal was to make it possible for ('2
application programmers to use--at minimal effort--this geographic front-end with their
('2 application software.

In order to realize this objective, we determined that the system should

" provide convenient access to assorted maps, eliminating the need for the
application programmer to develop background maps or understand the
mathenatic , of nap projection.

" present a text-based interface that could easily be used manually or by any
program that has text-output capabilities, such as those written in LISP.
FORTRAN. or Ada.

" include primitives for the more useful generic cartographic operations, such
as symbol generation, symbol conflict resolution, map transformations.
overlays, and color handling.

0 * have a syntax for which the majority of parameters have assigned defaults
that need not be included for normal picture descriptions.

" be built on top of the existing ISI Graphics System, which had already
,)ite(l the problem of display-device independence and distributable
oleration over computer communication networks.

4.3.2 Internet Concepts

The long-term goals of the Internet Concepts project are to provide appropriate and
effective designs for the primary user-service applications in the internetwork
communication environment. The designs are based on a set of host- and gateway-level
protocols that provide the full range of service characteristics appropriate to a wide
variety of applications.

Our approach has been to pursue in parallel the abstract design and experimental
implementation of protocols. The interaction of these activities provides v.aluable
inuight,; into problems and potential solutions.
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4.3.2.1 Hierarchical naming system

In a large internet system, the management of names becomps a complex task. The

simple central table of names approach used in the past has become unwieldy. To

remove the practical and technical constraints, to provide new functionality for new

applications, and to provide for the continued growth of the Internet system. the

Domain Naming System is being developed. This system provides structured name,, and

allows subdivision of name management duties.

Our goal is to provide a design for a distributed system of domain servers that

manage the access to a distributed database of names and associated data. Our

approach is to create the design for the system and to review it with interested parties

in the DARPA research community. As a result of feedback received from these

reviews, the design will be modified, and we will implement a prototype domain ,server.

Based on our experience with this prototype implementation. we will again modify the

design and produce the final specification.

4.3.2.2 Computer mail interoperation

We are conducting an experiment in the interoperation between otherwise

incompatible communication systems by developing a prototype service for transmitting

computer mail between the ARPA-Mail system and a group of commercial mail systems

(Telemail. M('I-Mail. and ITT Dialcom systems). This requires (among other things)

development of techniques for sending computer mail to destination addresses that may

not be allowed (by syntax or semantic checks) in the originating mail system.

4.3.2.3 Studies, surveys, and specifications

Although the Internet system is now operational, many potential extensions are

possible. which have been discussed and desired but which have not been designed.

implemented, or tested. Our goal is to study some of these issues and. when possible, to

provide designs for their eventual development.

The areas of addressing. routing. and multiplexing are particularly subtle and require

careful attention. We have concentrated on these areas and have explored many

options in technical discussions and memos. Our approach is to develop an

understanding of these technical issues and to advocate the inclusion of general-purpose

support mechanisms in the protocol specification.

In the operation and the evolution of the Internet system, it is sometimes useful to

survey or measure the implementation status and performance of particular protocols.

A, the Internet system evolves, and as flaws and ambiguities are dicovered.

specification documents must be upgraded.
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4.3.3 Multimedia Conferencing

The Xlultimedia Conferencing project is building on the successful results of the
precursor projects Wideband Communication (\VB(') and Multimedia Mail (part of

Internet Concepts).

Development of the Multimedia Mail system continued in the first part of the year.
The goal of that work was to provide specifications for computer-oriented data
structures in order to communicate various types of data in messages, including text.
graphics, and voice. Our primary interest was and is in the communication mechanism,,

rather than the user interfaces.

There are three major areas of effort in the Multimedia Conferencing project:
conferencing management protocols. media protocols. and demonstrations. Our goal i',
to develop and specify these protocols. then implement them in prototype conferencing
systems to demonstrate the feasibility and effectivenes of multimedia conferencing.

1. Conferencing Management Protocols. An overall conferencing
management architecture is being specified and developed in cooperation
with other DARPA contractors. This task area includes concerns of general
conference architecture, control protocols. synchronization. information
distribution, multimedia datastream connectivity, information pre-delivery.

0 conference entry and exit management. and user interaction.

2. Media Protocols. The individual media building blocks are being specified
and developed. This task area includes the design and implementation of
the individual media protocols and algorithms.

3. Demonstrations. The prototype conferencing system will be available for
* regular use by research groups that would otherwise have to travel for

meetings. The feedback from users not involved in the implementation of
the conferencing system will be most valuable, to learn how the system can
be improved.

0 4.3.4 Supercomputer Workstation Communication

The Supercomputer Workstation Communication project is extending the application
of the Wideband Network to more traditional data traffic, in addition to real-time voice
and video traffic. Our approach is to take several steps in creating and improving the

* communication between workstations and supercomputers. While we focus on this pair
of communicating partners, the approach is generic and the protocols developed could
be applied to a wide variety of situations. Some of the traffic normally flowing over the
ARPANET might be diverted to flow over the Wideband Network instead, providing
the benefit of increased capacity while offloading the ARPANET. A key step is to
develop routing methods that will allow appropriate types of traffic to be diverted.

Our fi rl, ,step i-; to c(lleet the existing ha)r w are and ,oft ware building I)i(.k,, and o I

0



demonstrate that they can be assembled andI used. The key element in this is the
Wideband Network. This network has, some interct ing features (for example. stream,)
that differ from or go beyond those found in other networks, and we may find it useful
or even necessary to use those features to support comnuinication between workstations
and supercomputers.

We will confirm that the traditional protocols (Telnet and FTP) can be used to
communicate over the Wideband Network to one or more supercomputers. We expect
these protocols to function as they are currently implemented: however, substantial
performance improvements may be gained by tuning some of the protocol parameters.

Our second step is to move past the traditional remote access services provided by
these protocols. and to explore more sophisticated forms of interaction between
workstations and supercomputers. To provide full control of the bitmap-oriented
workstation screen. it is necessary to move up several levels of abstraction to the
window package interface. Many application programs are now written using the
window package provided by the machine manufacturer or operating system vendor.
We intend to develop a "network virtual window package" that will allow a
computation site to call window package routines that communicate over the network
and to execute them locally on the workstation.

Our third step is to approach interprogram communication at a much higher level of
abstraction. We believe that it ought to be possible to configure multimachine
cooperating computations by connecting the outputs of one program to the inputs of
another program. There are. however. many obstacles to putting this simple notion
into practice--for example, format differences. timing dependencies. different parameter-
passing methods, and differing levels of data abstraction. We will explore these
obstacles and attempt to develop methods to overcome them.

4.4 SCIENTIFIC PROGRESS

The Command and Control Graphics project has created a Geographic Display Agent
with an object-oriented interface. This system is composed of the Graphics System, the
Display Agent, and the Map Manager. The Internet Concepts project has implemented
the Domain Naming System and extended the Intermail service. The Multimedia
Conferencing project has developed a real-time conferencing system including packet
video, packet voice, and the use of multimedia mail capabilities in a conference context.
The Supercomputer Workstation Communication project has participated in the
upgrade of the WBNET. developed network monitoring procedures, and performed
performance tests.



4.4.1 Command and Control Graphics

A tas k was initiated to design and develop a high-level, domain-independent
Geographic Display Agent (GDA) for use in DARPA's Strategic C'3 Experiment. The

GDA would assume total responsibility for the production of geographic-based displays.
including the generation of background maps and the generation. placement. and
symbol-collision resolution of user annotations. It would provide the application
programmer with a high-level, object-oriented interface for constructing geographic-
based displays, automating many of the functions a cartographer normally performs
when creating geographically oriented displays. The GDA would reduce the graphic,

expertise required for developing aesthetic displays and would permit the programmer
to focus on application issues, for which he is most qualified. The GDA's primitives
would include maps. display and placement precedence control. and a general
annotation mechanism, as well as traditional graphics primitives such as text. vector,,.
areas. lines, and swaths. ('oordinates would be specified in latitude and longitude, with
the GDA assuming responsibility for the transformation to screen coordinates for the
particular map projection being displayed.

The remainder of this section describes in detail the functionality and architecture of
the GDA.

4.4.1.1 GDA functionality

The GDA provides the C2 application programmer with an object-oriented interface
that automates many of the functions a cartographer normally performs when creating
geographically oriented displays. Its purpose is to allow the application programmer to

concentrate on deciding which objects to display rather than the mechanics of actually
generating an aesthetic display. The GDA achieves this by handling many of the
important details surrounding the creation of a geographic display that would normally
burden the application programmer. It handles issues such as ensuring that
alphanumeric information does ".ot overwrite and thus obscure other alphanumeric

* information: managing the display precedence of objects to avoid obscuring important

display information; managing object placement order, so that those objects considered

most important are placed closest to their desired positions; and transforming
geographic coordinates into screen coordinates on a background map. The user can

specify that a symbol with a specific label be positioned at a particular latitude and

longitude, without having to perform the mathematics to calculate where it would be
located on a Mercator Projection map. If there is already a symbol at that location, the
GDA will relocate the one with the lowest placement precedence to an available screen
location.

The user or hik application program generates a text file or an otherwise sequential
text ,tream that ,specifies the desired graphic, display. This; specification include- litle.
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clt-,,ification. and date: a background map area: and a list, of the desired graphics with
their intended maip coordinate loatiowm. The GDA processes the textual specification.
placing and drawing symbology on the requested background map according to various
positioning criteria, and creates an aesthetic. human-readable display representation
tailored to the connected display device.

A command to the GDA may include both explicit and implicit statements about a
given object. The explicit statements are those that appear in the command stream:
implicit statements result as a consequence of assigned defaults for various display
parameters. These defaults have been selected to reflect the display properties generally
desired for a given type of object. For example, the order in which an object is
displayed is implicitly determined by the object type. e.g.. marker, label, linear, or area
object. and the order in which it appears in the command string. These and other
defaults may be overridden, if desired. to accommodate unusual display objectives.

4.4.1.2 GDA objects

Th, GDA support- four basic kinds of graphic objects: markers. tag-. linear object,,.
and areas.

Markers

A marker is an icon or text string used to denote the spatial location of a discrete item

of interest, such as an aircraft. city. or reference point on a map. Markers are

poitioned at or as near as possible to their intended map locations, although placement

conflicts with other GDA objects may result in markers being displaced from their

intended locations.

Tags

A tag is an icon or text string used to annotate markers, linear objects, or areas. Tags
are connected to the elements they annotate by a connecting line and are freely
displaced from the referenced object, depending upon presentation requirements.
Markers and tags may have the same visual presentation, that is, text may appear in
markers, and graphics in tags. The principal difference between a marker and a tag lie-
in the default placement and display precedence values applied to them and their
treatment in the display creation process.

Linear objects

Linear objects include lines and arcs. Linear objects are used to represent perimeters.
paths,. course tracks., or vectors. While they may distinguish regions of interest by
defining the boundary of an area. they have different representation and display
att ribuites than areas.
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Areas

Areas include circle,,. sector,. and irregular polygons. They are used to represent twm-
dimensional regions of interest. They may be filled or unfilled. and they may be
optionally bounded by a visible perimeter. The interior region of an area may be a
factor in the display management, as opposed to merely the visible perimeter (as is the
case with linear objects).

4.4.1.3 Object attributes

Display objects can have a variety of attributes that determine when, where, and how
the object is to be displayed. These attributes include collision avoidance, placement
precedence. display precedence, locations, and color.

Collision avoidance

The GDA includes an automatic collision-avoidance mechanism. This mechani-,,
prevents certain object types from being written on top of and obscuring one another.
thus reducing local clutter on the display and enhancing overall display intelligibility.
As currently implemented. the GDA supports collision avoidance between textual ol jert
types such as tags and markers. While the user cannot disable the collision-avoidance
mechanism. he can affect the results by ordering the objects being displayed or by
manipulating the placement-precedence values assigned to various objects.

Placement precedence

The order in which an object is positioned on the screen is determined by the object'-
placement precedence. An object's placement precedence is represented as an integer
value from 1 to 100. with a default GDA value associated with each object type.
Objects of higher placement precedence are positioned before objects of lowerl
precedence. In the event that multiple collision-avoidance objects are to be placed at
the same screen location, the object with the highest placement precedence is placed
first, at its indicated location. All other objects are displaced from the intended
location according to their relative placement order. If two or more objects in the input
stream have the same placement-precedence value, they are placed according to the
order in which they are encountered. The user can explicitly set placement precedence
as a parameter of an object, or can allow the system to assign a default value based on
its object type.

Display precedence

The order in which objects are displayed on the screen is determined by the object's
display precedence. Display precedence is represented by an integer value from 1 to
100. with an object of higher display precedence value visually overlaying a coincident
object of lower display precedence. Each object, by virtue of iti type, has a preassigned
default display precedence based on normal expected use. Areas have been assigned hf

0
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l,\oe-,t deftl dl,,play )recedence and are drawn first. They are overlaid by linears.
which have the next highest default display prece(dence. followed by tags, and then

markers. The defauh display precedence for an object can be modified to create more
atypical display-. For example. if a user wanted an area (e.g.. "heavy weather") to

obscure linears within that area. he would set the display precedence of the weather
element to be higher than that of linears but lower than that of tags or markers.

Locations

All locations are specified in geodetic coordinates, either explicitly or via reference to
other objects. The simplest way to specify a location is to supply the actual latitude
and longitude values. Individual values are specified in degrees and fractions of a
degree within a particular hemisphere, e.g., "N 35.5 W 4.25" corresponds to 35 degrees
30 ininuies north latitude. 4 degrees 15 minutes west longitude.

A second way to specify a location is to refer to a previously defined location.

Narkers can be assigned a name, and that name can be used instead of geodetic
coordinates to refer to a particular location (i.e.. the location of the object). For
example, if the coordinates "N 33.98 W 118.45" were associated with the marker named
$1,S. then one could substitute the string $1SI for a coordinate element in a subsequent
object to identify its intended location.

A third way to specify the location of an object is to give its location relative to an
actual coordinate value or a previously defined location (as described above). The
relative location is specified in terms of the angle (degrees) and distance (miles) from the
in(icated location. For example. 30 miles east of IS] could be expressed as either "A 90
D 30 N 33.98 E 118.45" or "A 90 D 30 $11-"4

Color

('olor provides a valuable mechanism for discriminating between classes of objects
being displayed, as well as visually reducing the apparent, clutter of a particular display.
The user may specify the desired color of an object to be displayed on the screen in lieu
of accepting a default color. The GDA maps that specification into the nearest
available color on the particular display device being used.

('olor is expressed as three integers corresponding to intensity, hue, and saturation).
similar to the approach adopted for the Tektronix 4027 color standard. The model is
based on the location of a point within a color cylinder as described by the three integer
value,;. Intensity is associated with the location of the point along the central axis of
the cylinder: hue is determined by the angular distance of the point around the
cylinder: saturation is determined by the radial distance of the point from the central
axis; of the cylinder. Intensity is the lightness of the object expressed as a percentage.
%Nit h ( eiii darkest and 1M being lightet. Hue is the characterisic color expre,sed as



an angle around the cylinder, with blue = 0. magenta = 60. red = 120. orange = 15c0.

yellow = 180, green = 240. and cyan = 3W). Saturation is the percenlage of' pure hne
* mixed with white of the same intensity, with 0 representing neutral and 1(M)

representing pure color. If the user does not specify color for an object. the GDA
supplies a default color of medium-intensity white.

Foreground overlays

The GDA supports one or more foreground overlays in addition to the background in
which the map and most user-specifled objects are placed. Unlike the background, in
which newly drawn objects obscure previously drawn objects, foreground overlays allow
objects to be drawn that do not obscure previously drawn objects. This is accomplished

* by using "transparent" colors for the foreground overlays, colors that change either or
both the intensity and chromaticity of the background object. The overlays allow
multiple types of information to be simultaneously visible on the screen with a minimal
increase in display clutter.

The primary use of overlays is for defining areas or regions of interest rather thAn
discrete locations, although there is nothing to prohibit the latter. Each foreground
overlay provides one or more transparent colors, with collision avoidance and display
precedence assigned to objects just as in the background. An object is normally drawn
in the picture background. It can be placed in a foreground overlay by specifying the
number of the overlay in which the object is to be drawn. Three overlays are available:
numbers 1 through 3 are transparent.

4.4.1.4 GDA architecture

The three basic components of the GDA are the Graphics System. the Display Agent.
and the Map Manager. They are described in detail below and shown in Figure 4-1.

User's commands & data display

Applica- : GDA Graphics device

tion (pipes) System

Map
Manager video

Figure 4-1: Geographic Display Agent architecture



Graphics System

The Graphics System was developed by IS) for DARPA for use in command and
control. The system is both display-device independent and network distributalde. The
system's display-device independence permits graphic application programs to be
written without regard to the particular type or location of the display device upon
which the graphic output will ultimately be displayed. The system provides the
application program with a set of generic, device-independent, two-dimensional graphic,
primitives by which pictures can be described and interacted with at the application
program level. The system maps generic graphics primitives into the capabilities of the
particular display device being used. A variety of application programming languages
and output device types are supported.

The Graphics System has been designed to be network distributable across multiple
host computers. Distributability permits the graphic display device and operator to be
located away from the ho,t computer on which the application program is run, possibly
at a small. remote-site computer. Distrilutability allows the system to be flexibly
confignred to use available computation and communications resources, particularly
important in crisis situations where resource requirements and availability cannot bt
predicted in advance. As currently implemented, the system can be distributed between
PDP-10s. KL-20s. SMI SUNs, and VA-Xes connected by the ARPA-Internet. Packet
Radio. or Wideband Packet Satellite. This system has been used in the past for
Situation Display. an application-specific. natural-language-based naval database query
and display system. It is now providing the graphics capability for the GDA.

Display Agent

The Display Agent code comprises the second major part of the system. It converts
the user's textual geographic display description into display primitives for the Graphics
Syst em. Control operations initiate and terminate Graphics System operation.
determine when picture data transmission is initiated and when it is complete. and
request and retrieve information (such as error status) from the Display Agent. Data
,ommands identify the background map to be used, objects to be displayed. and related
graphic and overlay information such as circles, bands, lines, or arcs.

Map Manager

The Map Manager provides background maps in response to user requests. The Map
Manager may dynamically construct the requested map from a stored map database, or
it may incorporate stored map files or video images. The Map Manager produces maps
of any part of the world on demand: they are then included in the background of the
requested information display.

The map,; may be produced in any of sever.,] -' y, (ustom maps can be computed at
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run-time from a map coordinate database: they exactly mat cl the user's map request
(although these custom map images will be expanded vertically or horizontally to
completely fill the graphics display area). Precomputed maps can be "stored" in
graphics files containing map images, and then reproduced upon the display surface. A
third type of map can be retrieved from a video-disk-based map database and mixed
with the video signal from the graphics output device to create an underlying map
background. All three types of maps may be used in the same session, with the GDA
automatically selecting the appropriate source based upon the immediately preceding
requests and the availability of suitable stored map images. Placement of data on the
map images is adjusted automatically to correspond to the coordinate boundaries of the
selected map image.

The Display Agent and the Graphics 'System are "linked" together and run as a
separate process (in a separate address space) from the iier's application. The user's
application program communicate, with the Display Agent code via the tTNL\ "pipe"
mechanism. with the application program submitting control and data commands to the

0 pipe for processing by the Display Agent.

4.4.2 Internet Concepts

* 4.4.2.1 Hierarchical naming system

The major progress in the Domain Naming System came in two areas: basic host
name services and new services.

0 ISI provides the software used for the critical top levels of the name space. This
software answers queries for the parts of the Internet (such as the MILNET) that do not
provide their own name service and forwards queries for the hundreds of domains that
have been delegated to the appropriate name servers. The aggregate query rate for the
top-level servers has grown to several queries per second. and this is currently handled

* by four redundant servers. During the past year, we have debugged and demonstrated
the ability to redeploy the hosts providing this top-level service, and have assisted many
sites in setting up their own name spaces and servers under the top-level domains. We
have improved the performance of the top-level service, provided logging and
measurement tools, and added new capabilities to the top-level service to support new
applications.

The domain name resolver for the Xerox 8010 Mesa development environment is
operational. including well-known-service queries and pointer queries. This client

* implementation has been tested against both the TOPS-20 and the Berkeley INIX
servers.



This operational experience ha,, j)rdevi(lei confidence in the databa.se delegation.

caching. and timeout feature, t hal are tie ba.,,i, of tie Domain Naming Systen. Thi,, i-
important in light of the expl,,sive expansion of the Internet.

The new service with the most widespread consequences is the mail exchange. or MLN.
datatype. This new type of information was added to the Domain Naming System to

decouple mail addresses from specific hosts. This allows mail to an organization to be

independent of the status of a single host, and also allows organizations that are not

directly connected to the Internet to have one or more mail-forwarding hosts represent
them on the Internet as if they were directly connected. This feature is being used to

allow CSNET, UUCP, and BITNET mail destinations to use normal mail addresses. and

will introduce needed uniformity in mail addressing.

The Domain Naming S.ystem is also being used as a distributed database tool by other

researchers. Example. include its use by several sites for direct user (as opposed to

host) registration for mail and other purposes. The services provided by the Domain
Naming System have been selected for use as the foundation for the NETBIOS' name

service. These experiments will lead to new functionality in the Domain Naming

System and will also serve as a useful stimulus for refinement of the Domain Naming
Sy,stem mechanism. We have provided guidance and support for many of these efforts.

4.4.2.2 Computer mail interoperation

The evolution of large electronic mail systems testifies t.o the increasing importance of
electronic mail a s a means of communication and coordination throughout the scientific

research community. These systen,; include the DARPA Internet mail system (ARPA-

Mail). the GTE Telemail system. the M(I Mail system. and the IEEE Compmail system

(a Dialcom system). Until recently. these systems have operated autonomously. and no
convenient mechanism has existed to allow users of one system to send electronic mail

to users on another system. Intermal is an experimental mail forwarding system that

allows users to send electronic mail across such mail system boundaries. Users on each

system are able to use their usual mail programs to prepare, send, and receive messages.
No modifications to any of the mail programs on any of the systems are required. [13]

Intermail has a login account and a mailbox on each of the commercial mail systems it

services. A user on a commercial system sends mail destined for a user in the ARPA-

Mail world to the "intermall" mailbox on his local commercial system. The Intermail

program periodically picks up this mail. determines the destination ARPA-Mail address.

andl turns the mail over to the Internet mailer for delivery to the appropriate Internet

host. In the other direction. a user on an Internet host sends mail destined for a user
on a commercial mail system to the ARPA-Mail mailbox of Intermail (i.e..

INTERN LAIl. C('.1.<I.EDI "). Intermail periodically picks up messages from its



n)ailbox. determines the detination mail system, and sends the message using
Telemailer. (ompinailer. or NiCinmiler. The Intermail program examines the
forwarding information contained in each message to determine the destination system
and mailbox.

The Intermail experiment continues to provide regular service. We have imilemented
automatic program-generated error messages for the Intermail mail forwarding system.
Error-processing capabilities were added to the system to enable it to return error
messages generated by a remote ARPANET mailer to the original sender of a message.
on a commercial mail system.

All of the mail svstems involved have changed during the year (added features, etc.).
This has required modifications to the Intermail programs to maintain compatibility.
This year we added service for two additional Dialcom systems for NSF and ONR.

4.4.2.3 Studies, surveys, and specifications

A routing procedure called ('artesian Routing was developed that routes based on
distance. Each packet carries the coordinates of the destination, and each node routes
the packet to reduce the distance remaining to the destination. The Cartesian Routing
procedure has the following properties-

" It scales to very large network size.

* It doe- not require large tables or routing information exchanges.

" It allows mobile host,.

A simulator was constructed to test the performance of ('artesian routing on an
existing network topology. Both single-level and two-level hierarchic routing algorithm,
were tested over all IMP source/destination pairs in the ARPANET. The results were
compared to the Shortest-Path First (SPF) algorithm used in the Internet, which
represents the theoretical optimum. Single-level Cartesian routing showed an average
path length 27 percent above SPF, while the two-level hierarchy showed 17 percent
greater path length than SPF. Two reports were written on a new routing mechanism
for packet-switched networks, which has several advantages over currently used
algorithms. The new routing mechanism has the ability to scale upward indefinitely.
and it involves a relatively transparent, treatment for mobile hosts, which are treated no
differently from non-mobile hosts as far as intermediate routing nodes are concerned.
[8,f9j

The 1SI Internet Protocols software was implemented on the Xerox Dandelion
workstation. under XDE version -1.0. An enhanced version of the Xerox Ethernet
. I),,T()l has been developed and is being used for performance analysis of T('P-based
FTP over the \\ideha 11( Network. Thi- SpyTool will also be uised to analyze the
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performance of' new protocols such as the NETBLT protocol, which is currently being
developed at MIT.

In the operation and the evolution of the Internet system. it is sometimes useful to
survey or measure the implementation status and performance of particular protocols.
As the Internet system evolves, and as flaws and ambiguities are discovered.
specification documents are upgraded.

4.4.3 Multimedia Conferencing

Multimedia mail

The development of multimedia mail was one of the precursors of the work on
multimedia conferencing. During the first part of the year. ISI completed a successful
multimedia mail system (MNfIf) [14]. which interoperated with other such mail
program,, implemented by BBN and SRI in the overall DARPA research program. The
SNI H multinedia mail user interface program, written in LISP for the Xerox 1108. wa,
completed and dis tributed to interested users at other sites.

NMll- allows the user to create a tree-structured message with the leaves of the tree
being media elements of type text. bitmap. or voice. The message may be edited to
rearrange the structure. and the individual data elements may be modified. NIMNH also
allows the user to read messages from the mailbox, examine their structure, and display
individual elements of messages.

A key concern in our development of MMH is presentation control. MMH allows the
message composer to use spatial control for positioning message elements on the screen.
When multi-element mt sages are received from other systems without explicit spatial
information. NINIH will use default positioning information. The default information
uses history data to make an intelligent decision as to where to place message elements
on the screen. A similar strategy was implemented for message composition and has
been found to be useful in that context as well.

Subsequent to the completion of WAH, the Diamond multimedia mail system
developed by BBN was converted to a new document format that is incompatible with
MMH and the SRI system. This change was motivated in part by the need to transition
to emerging international standards (ISO X.400) for multimedia mail. Given the
current environment. we judged it best for our work on a multimedia conferencing
system to be ba-sed on the Diamond system.



Image scanner

* ITo ailov% thle iiiliisioii (X offline material into multimedia mail and in ti ii)Ii:i
con ferelicc preseii I ii ais. ;i ca a ir interface has been developed. We have program med
the IBM-PC to scna documeiit using an attached Microtek IMS-20( scanner. The
scanned data is stored as at standard bitmnap file (RFC 797), which is then uploaded into
a host. Hardcopy output may be obtained from an Imagen printer. The scanner

* program can also rodu11ce comnpressed file ; in the CCITT Group 3 format.

A Pascal prograiii w~as developed to expand a standard bitmap file linearl 'y ILv On-ha',lf

so that the imiage scanned] at 200) dots per inch will fill out an entire 8..5 x 11 inch page
when out1put On the Imagen printer at 300 dots per inch. Another program can display

0 a bit mnap file on t he Mlicro D~isplay ',vstems' Genius 738 x 1004I bitmap display. Because(
he video( dis play mnemory i, onllY 128 Khytes. it can display only about one-quarter of

the hitiap11 f-ile (t lie hit map file is 466 Kbytes). A third program allows scanning at
dow(inient . Wilt jalg it to a file. reading from) the file. clipping, writing t he clipped (hit A

0 inito a fie, anld disjdavYing the Clipped data.

4.4.3.1 Real-time conferencing

A real-time niultimiedia teleconferencing system has~ been constructed froml

0 conli )((iilt, developed by~ foreruinner projects. Packet. voice and packet video facilities
developed~ ili nder the Wi leba d ('om mu nicat ion project at I SI provide isoch ronoill
coinlilneation. while the \IICONF soft ware developed by the Piamiond project ait
887K 1 rovides a shiared i xorkspace for text, graphics. bit maps. and other media on a

N xorkstatioii screen. The media components are being integrated together for easy*
* us"er cint rol of a conferenice. while individually they are being refined for improved

pe rf ri-,macfe.

fIn wddition to ourll o\%ii project-specific experiments with conferencing. we have al,(o
us-edl the svs;em for mneeting, that discus,, topics other than conferencing. We obtain

* valuable feedback fromt these non-involved users on how well the system works, and the
users are' able to meet, without travelling. We look forward to providing this service onl
a regular basis in the fuiture.

The first such use, of the multimedia teleconferencing system wa,; onl April 1, 1986.
betwnD ISI and BBN. Participants included personnel from BBN, 11. and SRI. pls
sponsors, from DARPA and NO!SC. The teleconference w~as the culmination of several
effo(rt::

1. Ouir pac-ket video installation at Lincoln Laboratories was moved to BBN for
*reaNdy access, by the imultimedia conferencing researchers$ there.

2. Performance of the Voice Funnel anid Packet, Video soft ware was tinedo- to
,illo\\ lilaxiii1iu t hroughput and to coordinatc lie simutlt aneous, tis of
pcket1 Voicf. a il pcevd
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3. The Wideband Network stream service and QPSN modulation were made
available in the new BSAT IN11Ps to provide tie high bandwidth and low
delay required for good packet video.

4.4.3.2 Packet video

During the first part of this reporting year, we continued development of the packet
video system as part of the Wideband Communication project. A quantum
improvement in performance was achieved with the implementation of a "variable-
frame-rate" compression and transmission scheme. This scheme incorporates interframe
coding to avoid processing and transmission of any parts of the image that are
unchanged from the previous image. This allows a reduction in the data rate by as
much as a factor of eight, or conversely an increase in the image update rate by the
,ame factor. The system currently implements the latter technique. producing a
variable frame rate (update rate) but a constant data rate.

Infortunately. hurricane Gloria forced the cancellation of a planned demonstration of
the packet video system. However. a full-duplex video connection was established
between ISI and Lincoln Laboratories, with a simultaneous voice call also placed across
the Wideband Network. This test was the flawless final performance of the PSAT IIPs
before they were replaced with BSATs on October 1. 1985. as part of the Wideland
Network upgrade.

Subsequently. the packet video system was moved to BBN for use in multimedia
conferencing. Two-way simultaneous video connections are now made on a fairly
routine basis. We have continued to refine the quality of the video based on our
conference experiments. Further work would be required to install additional sites and
to extend the data-transmission software for multipoint communication. More detail is
provided in the following sections.

Video System overview

The Video System design can be outlined as follows. There are three sections: a front-
end video I/O system (a commercial graphics system). an image-processing section
(composed of a processor from the commercial system and a special processor built by
ISI). and a data transmission section to connect to the network. The video I/O system
consists of a camera, a display monitor, and an image data buffer for images scanned in
from the camera or for display. The image-processing section includes the system
controller. which manages all three sections. and the data-compression processor.
Pictures are input from the camera. compressed. and sent to the network node for
transmission. Incoming data is received from the network node, expanded. and
diplayed. The data transmission section includes a high-speed data link that exchange,
data between a compressed-data buffer. used by the image-processing section. and a
iesage prot()col pr igrain that format, the ldata fo)r the netvwo)rk n(deI.
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Inter-frame and intra-frame compression algorithm

Most video-compression systems use a frame-differencing algorithm to detect motion
or the lack of motion. Appreciable motion generally requires a compression system to
operate at its maximum update rate, perhaps at the expense of image quality. Less
motion may allow lower data rates or improved image quality. Lower data rates can be
achieved by some combination of lower frame update rates or less data sent per frame.

The scheme implemented in the ISI system works somewhat differently. Primarily
due to limitations in processing power, the image quality is not variable. When there i,
appreciable motion, more time is required to process all the changing parts of the
image, so the image update rate is reduced. When there is little motion. it is possible to
increase the image update rate for maximum motion fidelity, or to reduce the data rate
to minimize network loading. The system currently implements the former technique.
producing a variable frame rate (update rate) but a constant data rate.

The image-processing section employs a two-phase data-compression scheme and a
single-phase data-expansion scheme. The scanned image is subdivided into 16 x 16-pixel
blocks, then all processing is done blockwise. Data compression performs inter-frame
differencing followed by intra-frame compression.

To construct a list of the blocks to he updated. the inter-frame differencing algorithii
compares each block in the new frame with the corresponding block in the previously
processed frame. To determine whether the new block is sufficiently changed to require
updating. values of selected pixels in the new and previous blocks are compared. The
update decision depends on whether the number of pixels that crossed a difference
threshold exceeds a certain count threshold. Blocks not selected for updating are
ignored except for periodic refreshment.

Intra-frame compression is then performed only on those blocks of the frame identified
for update: the image data is transformed blockwise by the Discrete Cosine Transform
to produce frequency coefficients that can be systematically compressed. Since the
blocks processed and transmitted comprise only a partial list of all 240 blocks in a
frame. information about the location of the blocks in the frame must be sent along
with the compressed data.

To deal with the mismatch between frame update rates for the received and
transmitted pictures, the processing of each image frame has been broken into fixed 32-
block units. The Discrete (osine Transform processor is able to process 32 blocks of
forward and inverse transforms in 1/30 second, the maximum frame rate from the
camera. For each new frame to be transmitted. the changed-block list is divided into
32-block setq. with the remainder filled in by refresh blocks selected in a cyclic fa-shio n

0
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from the 240 blocks of a complete image. Each set is handled by the forrward processing
portion of a new unit processing cycle and then transmitted until the frame has been
completed.

Received blocks are collected into 32-block sets, which are processed in the inverse
portion of each unit cycle. Data expansion involves only intra-frame processing, which

transforms compressed frequency-domain data back to image data using the inverse
Discrete Cosine Transform. The resulting image blocks are inserted into the picture
being received according to the block addresses received with them. but update of the
image display is held until all the updated blocks of each frame have been processed.

Each unit cycle thus handles 32 blocks of forward and 32 blocks of inverse processing.
By interleaving the 32-block units of forward and inverse processing, constant transmit
and receive data rates are sustained while accommodating varying amounts of
proce,sing per frame. The data rate is fixed because unit processing cycles occur at a
fixed rate and each cycle processes exactly the same amount of data. The frame update
rate. however, can vary from 30 frames per second (keeping up with the full camera
scan rate) when fewer than 32 blocks change per frame. to 3.75 frames per second when
8 cycles are required to cover the 240 blocks of a full frame. The 32-block interleaving

allows the transmit and receive frame update rates to vary independently. End-to-end
delay is also reduced. because thne granularity is a fraction of a frame time instead of a

full frame time.

The current image-processing scheme can be described as a "variable-frame-rate"
scheme that operates at a constant data rate but with per-frame data compression that

varies from 16:1 to 128:1. Starting from the 512 x 480 camera image, the cumulative
compression is 16:1 (4:1 from subsampling and 4:1 from intra-frame compression to 2
bits per pixel). Compression from inter-frame differencing contributes the variable
factor of 1:1 to 8:1. The data rate is constant, with a maximum setting of
approximately 500 Kbps. but it may be throttled back arbitrarily with a corresponding
reduction in frame rate. Current operation on the Wideband Network is limited to
three-fourths of the maximum rate to allow for other simultaneous traffic.

Network protocols and software

The data transmission section of the Video System is responsible for the two-way
exchange of data between the compressed data buffer and the Voice Funnel, which
serves as a network gateway. The Voice Funnel program runs on several processors of a
BBN m ultiprocessor Butterfly computer.

The physical pathway between the video-compression hardware and the Butterfly is a
2 Mbps HDL( serial data link. Built into the video hardware is a data-link controller
that tran,,mt, and receives packets over the link. At the Butterfly end of the link i,
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the Packet Video Program (PV-) that manages packet exchange with the data link
controller.

PVP has two I/O ports, one for the data link and another to connect to the Voice
Funnel. On the transmit path, PVP completes the packetization of video data
according to the Packet Voice Protocol. performs packet bookkeeping chores. and
regulates the flow of packets to the Voice Funnel. On the receive path. PVP groups
and reorders packets to ensure that all blocks processed in one 32-block cycle belong to
a single frame. PVP does further consistency checks and packet bookkeeping. and
regulates the flow of packets to the video hardware. PVP functions asynchronously
with the Voice Funnel but synchronizes packet flow with the video hardware, on a
cycle-by-cycle basis. by exchanging control packets with the video control processor.
PVP also provides an operator interface for establishing network connections and
provides statistical displays for operational monitoring. PVP serves as a network hlost.
exchanging outgoing and incoming communication packets with the network gate%%ay.
the Voice Funnel.

A substantial performance improvement has been achieved by implementing the
Stream protocol (ST) in P\ to replace the IP datagram transmission used initially.
On the Wideband Network, the ST protocol allows the use of reserved stream
bandwidth that cuts transmission delay in half and minimizes delay variations. In
addition to supplying the data packet headers for ST. PVP is responsible for the control
packet exchanges necessary to establish and terminate the ST connection. In the
current implementation, no NVP-style IP packet exchange precedes the opening of the
ST connection as was done in the Packet Voice system.

Packet Voice

The Packet Voice facility is part of the multimedia teleconference system, but it can
also be used for normal point-to-point voice calls. We want the Packet Voice facility to
be available for general use and reliable enough to invite such use.

Reliability and availability have been improved by the implementation of a second-
generation Packet Voice system. The first-generation system consisted of Packet Voice
Terminals (PVTs) developed by Lincoln Laboratories with inserted Switched Telephone
Network Interface (STNI) cards developed by ISI to provide access from standard
telephones. For the second-generation system, BBN has adapted the ISI STNI design to
fit in a Multibus cardcage incorporated into the Voice Funnel machines. The BBN
STNIs use a high-speed serial interface, as opposed to the parallel interface used in the
PVTs: we wrote a new version of the STNI software to support the serial interface on
the BBN STNI. A program that performs the equivalent of four Lincoln PVT ruii in
the same Butterfly computer as the Voice Funnel program.
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Implementation of the Packet Voice system in the Butterfly ihcrea.,e, the axailalle
number of STNIs and makes use of the greater capacity of the Butterfly to increase the
functionality of the PVT program as compared to the Lincoln P\Ts. Reliability has
been improved by replacing the aging PVTs with the Butterfly VT implemention. and
overall reliability of the packet voice facility has been improved substantially due to the
irnprovment in general Wideband Network reliability since it was upgraded (see Section
4.4.4).

When the Packet Voice system is used for teleconferencing. packet communication is
the easy part. One of the most difficult aspects of meeting-style teleconferencing is the
voice input and output. It is very hard to ha,,e an interface that is both comfortable
and natural for the participants while it avoids acoustic echo feedback in the room.

W, have conducted several multimedia teleconferences using various combinatios, of
microphone and speaker equipment: input sensitivities, output levels, and turnaround
timing in echo suppression: and 2-wire vs. 4-wire interfaces. This is still an area of
exploration.

4.4.4 Supercomputer Workstation Communication

The primary goal of the Supercomputer Workstation ('onmunication project is the
development of appropriate interaction protocols between workstation, and
supercomputers. The experimental environment includes the Wideband Network.
Thus. a portion of the effort of this project is directed to testing the performance of the
\Wideband Network and tuning standard protocol implementations to achieve good

performance when using it.

4.4.4.1 Wideband Network upgrade

During this year the Wideband Network underwent a major system upgrade with
significant changes in many components. An early task of this project was to establish
performance baselines for the new Wideband Network.

The upgrade affected the basic elements of the network node, which consists of an
Earth Station (antenna and RF converters). ESI (Earth Station Interface). and satellite
IMP (Interface Message Processor). The upgrade included the following:

" installation of larger seven-meter antennas and more reliable RF converters

" new ESI-Bs to replace the ESI-As

" new BSATs to replace the PSAT network node IMPs

Replacement of the remaining five-meter antennas with seven-meter antennas provides
,, romner received signal,. The old IMP,. called P.-%T, (Pliril, .t ;1tllite llP,). have
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been replaced by new IMPs called BSATs (Butterfly Satellite IMPs). which use BBN',
multiprocessor Butterfly computer. New versions of' the Linkahit ESI with incre.ased
throughput and a new interface to match the Butterfly have also been installed. The-
changeover from PSATs to BSATs caused a major disruption for us as users of the
network. However. reliability and performance of the network have improved
substantially since the changes were completed.

One method by which we evaluate the reliability of the Wideband Network is to
automatically run a test every hour to determine which sites on the network are
accessible. Monthly reports are generated to summarize the test results: these report,
serve as the primary status measure for the Wideband Network. To help differentiate
between BSAT downtime and host downtime, the hourly tests have been augmented to
probe BSAT internal ECHO hosts as well as real hosts. The results are reported
,eparately for the two categories of hosts.

4.4.4.2 Performance of standard protocols

We are testing the performance of the standard IP/TCP-hased Telnet and FTP
protocols over the Wideband Network through Ethernets and gateways to demonstrate
the utility of the Wideband Network for general-purpose data traffic. Preliminary tests
between - A, VAX computer at BBN and a SUN workstation at ISI revealed several

* problems.

Host- and gateways do not normally route traffic across the Wideband Network. but
use the I-RPANET instead. We devised methods to force the desired routing. With
standard ?arameter settings, IP/TCP-based file transfer provides no more throughput
on the \Videband Network than it does on the ARPANET (about 10 Kbps). We
developer. an enhanced version of the Xerox Ethernet SpyTool program to examine
packet fl,-, on the local Ethernet. and we then analyzed that data to find the cause of
the low hroughput. Timeout values in TCP are not a source of difficulty, but the

* "window " size must be as big as the implementations will allow to accommodate the

unusualh high number of bits in flight across the satellite network (the observed round-
trip tim- was 1.8 seconds). Currently the window size is limited by TCP
implementations; using a windo,, size of 15360 bytes resulted in a maximum transfer
rate of only 50 Kbps. However, the maximum window size allowed by the TCP
protocol is still insufficient to achieve the maximum possible throughput on the
Wideband Network. Therefore. altrnative protocols will be required for the
Supercomputer Workstation environment.

0



4.4.4.3 NETBLT protocol

One promising alternative to TCP i, the new NETBLT protoc()l developed by MIT.
We are participating with MIT in the testing of this protocol over the Wideband

Network, analyzing observed behavior to find bottlenecks that must be eliminated. We

have achieved a maximum transfer rate of 225 Kbps using MIT's IBM-PC/AT

implementation of the NETBLT protocol. We observed several operational problem,.
the most serious being the limited rate at which the Ethernet interface in the IB.\I-

PC/AT was able to receive packets. When packets are transmitted at a high rate on

the Wideband Network. they tend to be aggregated together for transmission in a single

burst. Since the gateways between the Wideband Network and local Ethernets have

high throughput and low delay. packets received in a single burst are transmitted in

rapid succession on the Ethernet. The spacing between packets may therefore he le,,s

than the mininmum the IBM-P('/AT and itq Ethernet interface can accommodate.

One solution to this problem is to require that the gateways space out the packets.

Unfortunately. this limits throughput for more powerful hosts. We will solve the

problem by implementing NETBLT in a SUN workstation to use in place of the IBM\-

PC/AT. Then we will further refine the transfer parameters for NETBLT to determine

the optimal values to match the performance characteristics of the Wideband Network.

The current NETBLT protocol , based on the lower level IP protocol. as is T('P. As

part of the next phase of the SWC project. we may modify the NETBLT protocol to be

used with the Stream protocol (ST) instead. We participated in the development of the

ST protocol for the transmission of packet voice and video over the Wideband Network.

The bandwidth-reservation feat ures of ST mesh well with the requirements of NETBLT.

and would allow higher throughput with lower delay through the \Videband Network.

4.4.4.4 Network monitoring tools

To monitor the performance of the TCP and NETBLT protocols in Wideband

Network testing, we have used a Xerox 8010 XDE workstation running the SpyTool

program to monitor the packets as they cross the Ethernet. This program has proven
valuable for recording the sequence and timing of the packet stream. When testing the

TCP protocol, we observed that the sender encountered a flow-control window of zero

size, leading to the conclusion that, the limiting factor is the size of the receive buffer.

Early use of the SpyTool was limited by the discovery that low-level communication

software in the X)E was unalble to receive odd byte-length packets or packets longer

than 576 bytes. We isolated these problems and assisted Xerox in the installation of

bug fixes. We have done additional work on the SpyTool program to increase the

maximum packet rate it can omnitor.
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4.4.4.5 Supercomputer survey

We interviewed several scientists who use supercomputers. in order to learn what

facilities currently exist and what new ones are desired. These interviews will give us
more insight into the communication functions required. We are participating in the
DARPA Internet Scientific Networking Task Force to explore these issues with
researchers from other institutions.

4.5 IMPACT

The Command and Control Graphics project has demonstrated an important new
approach to structuring the components of command graphics systems. The Geographic
Display Agent provides improved ability to portray command data in a geographic
context.. The impact of packet-switched computer communication has been enormous.
The success of the Defense Data Network (DDN) is one example of the importance of
this work. Further enhancements of such systems depend on continuing research in
computer network technology. The work reported here extends the previou,
capabilities. The ultimedia ('onferencing effort explores new capabilities for user-to-

user information exchange. This effort ha.s demonstrated that packet video
communication is possible in the Internet, environment. Further development of an
integrated multimedia conferencing system will enhance our capability for collaborative
work in this environment. The Domain Naming System extends the power of the

Internet system to identify resources by name. because it increases the flexibility and
dynamics of name management. The computer mail interoperation effort extends the
communication capability for this popular mode of computer-based communication.

The expanding use of the Internet system requires a continuing effort to provide up-to-
date knowledge of system design. specifications. and performance. In the
Supercomputer Workstation Communication project. the development of high-capacity
communication systems will provide wider accessibility to supercomputer facilities so

that the power of supercomputing can be used more efficiently.

4.5.1 Command and Control Graphics

The principal impact of this work will be felt in military environments where
command mobility is paramount and a portable. network-based graphics capability is
important for information presentation for the command decision process. Completion
of a conversion effort to the SMI SUN has made the Graphics System available in

mobile environments. Development of the Geographic Display Agent has facilitated
development of decision aids and other application software that has a strong.
geographically oriented information presentation requirement. The work also serves as
a model for future tool development by clearly demonstrating the utility of developing
flexible and adaptable tools that are not tied to specific hardware and that incorporate
"intelligence" a1 tiit particilar areas of fincti)nality to( he supported.
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4.5.2 Internet Concepts

4.5.2.1 Hierarchical naming system

The Domain Naming System has replaced the previous HOSTS.TXT method on a
large. and growing, number of hosts in the Internet. The operational feasibility of the
scheme has been demonstrated, and the combination of heterogeneous management and
hosts, datagram access, and size makes it a unique distributed database. \,e are
cooperating in transition planning for the MILNET, several steps toward full conversion
have been made. and converion assistance aids are in place or under development.

The Domain Naming System has been used to enhance the capabilities of the existing
mail system through the MNX scheme for mail repositories and routing. The system is
forming the basis of a name service for NETBIOS. and several sites are actively using
the extensibility features to provide distributed databases for new distributed
applications.

4.5.2.2 Computer mail interoperation

The experiment in computer mail interoperation has proven successful with the test
community. The capability to extend this popular service beyond the boundaries of the
Internet may have significant impact on the options available to provide government
contractors access to common computer mail facilities. Many contractors have been
granted access to the ARPA-Internet simply to enable them to communicate with the
government. It may now be feasible to direct some of these contractors to use
commercial computer mail ,ystems and the ]nterm ail interconnection service.

4.5.2.3 Studies, surveys, and specifications

The selection of the IP and T('P protocols by the DoD as the basis for a DoD
internetwork protocol standard shows the impact of the work of the DARPA
community on DoD communication systems. The development of the Defense Data
Network (DDN) by the D('A is a major use of these protocols in an operational military
system. This influence is demonstrated further by mounting requests for information
about IP/TCP from companies interested in producing commercial products or bidding
on government contracts.

Through our participation in the Internet Working Group meetings and in technical
meetings with other contractors, we have successfully influenced the development of
many protocols and protocol feature-. Our publication in conferences. journals, and
newsletters extendq the impact of thiR work to others who design similar systems.
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4.5.3 Multimedia Conferencing

Computer mail was the most significant new use of the communication capability
* provided by packet-switching networks. Expanding from text-only mail to multimedia

mail was a quantum-level improvement. The ability to communicate diagrams or maps
and to then talk about them through multimedia conferencing will tremendously
increase the effectiveness of remote communication. The combination of text, speech.

0 graphics, and facsimile into a common framework and data structure may have
substantial impact on other applications as well.

We have taken the lead in developing the video and image media for real-time
conferencing, and we coordinate the overall effort. The requirements of packet voice

0 and video have been the primary drivers in the development of the high-bandwidth
packet networking technology represented by the Wideband Network.

The U.S. military has a pervasive need for timely. reliable, and effective information
transfer, both in times of crisis and as a part of normal operations. The purpose of

* multimedia conferencing is to enhance the productivity of communications between
individuals through the use of computers and networking.

4.5.4 Supercomputer Workstation Communication

0 This project has significant potential impact in three areas. First, high-bandwidth

access to supercomputers at a limited number of locations will be available to
researchers in DoD-sponsored programs at a larger number of remote locations. Second.
the protocols and routing methods developed to provide supercomputer access will also

* allow the Wideband Network to be used for some of the traffic now flowing over more
heavily loaded terrestrial networks in the DDN. Third, new techniques and applications
of high-capacity computer communications technology developed by this project can be
used in military systems to be deployed in the future.

4.6 FUTURE WORK

We will continue to work in three areas: Internet Concepts. Multimedia Conferencing.
and Supercomputer Workstation Communication. The Command and Control
Graphics project has been completed.

0

0
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4.6.1 Internet Concepts

4.6.1.1 Hierarichical naming system

We have finished development of the basic service support, and anticipate only a low

level of maintenance activity. We will also complete documentation of the protocol and
transition aids for the Internet community. We will continue to provide guidance and

support for researchers that seek to use the Domain Naming System as a basic tool.

either to provide new types of information or as a building block for higher level
services. An important part of this service involves coordinating new features and

datatypes to insure coherent growth and to avoid inconsistencies, duplicate facilities,
and additions that limit the scope of use.

4.6.1.2 Computer mail interoperation

This effort will continue to operate the Intermail program and will help to develop the
Commercial Mail system (see Chapter 10). a fully supported service to replace our

experimental service.

4.6.1.3 Studies, surveys, and specifications

This effort will continue to conduct surveys and specifications of Internet protocol

implementation features, conduct numerous performance measurements, and report the
results to the ARPA-Internet community. In addition, we will produce up-to-date

documents of the protocols used in the ARPA-Internet community as needed. and

manage the assignment of protocol parameters to network experimenters as needed.

4.6.2 Multimedia Conferencing

We will continue to develop and refine the prototype conferencing system. The media

components will be integrated together for easy user control of a conference, and refined

individually for improved performance. We look forward to providing the
teleconference meeting service on a regular basis, in order to obtain valuable feedback

on its performance.

The user interface for the packet teleconference system will be refined so that the

system can be operated by end-users with no knowledge of the Video System, the

Wideband Network, or other internals. The teleconference system should be available

on a moment's notice, and should not require expert supervision.

Deployment of the packet teleconference system will be expanded from the existing
sites at 1SI (Marina del Rev. California) and BBN (Cambridge. Massachusetts) to

include new sites at the DARPA offices in Washington. D.C.. and at SRI International

in Menlo Park. California. This effort includes the installation of additional hardware.

pli- the developmeni of multidestination support in the Packet Video protocol
i plemnintation. Thi- will permit tihe image seen by one camera to b, diIribllted
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throiigh the bro:dcast medium of the satellite channel to all sites participating iin the
S(coIfler(1lce.

A new emphasis in future multimedia conferencing work will be the development of a
standard architecture and protocols for conferencing. The purpose is to create standard
building blocks and models for the conferencing infrastructure. This will avoid

• duplication of effort between media or contractors, and will promote an open
architecture conducive to experimentation. This development will be organized into
three levels of abstraction: basic services, control framework. and management
proced u res.

4.6.3 Supercomputer Workstation Communication

No supercomni)ter are currently accessible from the Wideband Network through
high-bandwidth paths. However. we expect such access to become available soon. We
will test the IP/TCP-based protocols in the supercomputers: we expect that tuning of
the implementations will be required to achive desired performance levels, as we found
in ,iinilr test,, on smaller computers.

We will also work on the second step of our program, attempting to move past the
traditional remote access services provided by these protocols and exploring more
sophisticaled forms of interaction between workstations and supercomputers. We will
work on the development of the "network virtual window package" that is designed to
all()\\ the computation site to call window package routines that communicate over the
network and to execute those window package functions locally on the workstation.

The third step of our effort is to approach interprogram communication at a much
higher level of abstraction. We will explore the feasibility of configuring multimachine
cooperating computations by connecting the outputs of one program to the inputs of
another program. There are many obstacles to putting this simple notion into practice:
format differences, timing dependencies, different parameter-passing methods, and
differing levels of data abstraction. We will attempt to develop methods to overcome
these obstacles.
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5.1 PROBLEMS BEING SOLVED

The foundation of modern military weapons systems is electronics. As levels of
integration on silicon climb higher and higher. large. complex systems are going to fit on

just a handful of chips. Restricting future military systems to the use of standard part,

is analogous to insisting that all future movies he composed from ten prefilned

standard scenes.

N;litary electronics will have to enter the world of custom and semi custom integrated
circuits. Military system architects must learn to design directly on silicon, taking
advantage of all the opportunities afford(ed by that medium and at the same tine
learnipg to avoid all the pitfalls.

A large fraction of DoDs systems contractors do not own their integrated circuit
fabrication facilities. These contractors are having a very hard time obtaining custom
and semi-custom fabrication for military weapons systems. The reasons for this are
manyfold:

" The DoD typically needs small volumes. In fact. the DoD represents only
some 5 percent of the industry's total market. The economics of the industry
dictate the selling of wafers in very large volumes. The only reason a
fabricator will agree to produce small volumes is in the hope of getting a
customer to high-volume production.

" The DoD must buy against stringent military specifications (MIL-SPEC).
which vendors must certify as having been met. The majority of the
industry's customers do not require such certification. The result is that DOD
dofs not access a large number of fabricators who have high-quality
prcses bit N ho1) d) n]ot anil tn bother with I Ithw)usines of line and parl-
'eli if-icat i n.
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" The interface to the industry is complex. Each vendor has its own
pro priet ary design rules,. obt ainahl e only after the signat ure of' nonliclosu re
agreements. Each vendor has its own proprietary design libraries, obtainable
only on the condition that designs based on these libraries be fabricated only
by the vendor owning the libraries. Vendors have proprietary design system.s
with similar restrictive conditions applied to their usage.

The result is that a chip designer is forced to develop a separate interface to
each fabricator. There is an extremely high probability that chips designed
according to a set of proprietary design rules cannot be fabricated by a
multiple vendor base. This means that the production of the chip cannot be
put out, for bid. It means that if the single vendor supporting those design
rules decides to move on to another technology, the design can no longer be
fabricated and all the time invested in the design will be lost. It moans that
if the vendor temporarily loses his process. fabrication of the chip and then
development and production of the system will be delayed.

" The cost of doing an apllication-specific design is very high. It typically
means associating oneself with one vendor. It means paying on the order of
$301\ to $.50K for each iteration of a prototype design. This is the amount
necessary to generate masks and to buy a minimum lot of ten wafers. each
of which holds from one to several hundred copies of the design. The
number of copies needed. however, is not several thousand: it is nearer to
several tens. Thousands of circuits are generated because that is the
minimum number that can be bought.

Before the DoD can expect to benefit from the use of application-specific VLSI in it,
weapon systems. it must provide its syst ems contractor community with a much more

effective interface to the U.S. semiconductor industry than the one that presetly exists.
Such an interface is possible. and MOSIS is developing it by defining a standard

interface through which many fabricators can be accessed. This interface includes a sel

of non-proprietary design rules applicable to a multiple vendor base and scalable with

the decreases in feature size expected over the next several years. In addition. MOSIS is

developing a multiple vendor base within the semiconductor industry capable of
supporting that interface. By aggregating the integrated circuit needs of a whole

community and representing them as one to that vendor base. MOSIS is benefiting both
the vendors and the designers. By using the MOSIS Service. a large number of

designers are able to develop their designs with little or no investment of the

fabricators' engineering time. Fabricators become involved in a project only when a

designer is ready to go into production.

MOSIS is drastically reducing the cost of prototyping by holding regularly scheduled

and frequent runs on which a large number of users are accommodated. Minimum ,lot,
of ten wafers are bought. but these ten wafers hold ten to thirty projects instead of only

one. This mean- that the $30K to $50K run cot can be apportioned among tho,,v tel
to, thirly users.
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NIOSIS acquires and maintains non-proprietary design libraries fabricabl by a
multiple vendor base and distributes those libraries to its user and to commercial ('.)
vendors, who install them on their systems and make them available to users. In
addition. MOSIS is developing quality-assurance procedures which. as a second neutral
party, it can use to qualify wafers and provide MIL-SPEC parts. This approach allows
DoD access to the whole of the U.S. semiconductor industry as opposed to just the
small segment willing to undergo the rigors of conforming to MIL-SPE(' certification
procedures.

5.2 GOALS AND APPROACH

A few years ago. it become clear that industry would transition from the N\Os
technology to ('MO.S. The reasons for this lay mainly with reliability of devices as their
sizes shrank to the limits of available lithography. Device physics indicated that device,
could be made to work with channel lengths of only 0.3 microns. A look at the
expected evolution of lithography technology indicated that feature sizes at small as 0.3
microns would eventually become available. The problem that surfaced. however. wa.,
that if feature sizes became smaller and if the voltage supply levels were kept
unchanged. then power density would go up. Increased power density would mean
higher temperatures. which in turn would mean an increased rate at which the variou,
failure mechanisms associated with silicon would come into play. N\MOS. with it-
resistive loads, was recognized as a power-consuming technology that would have to be
replaced with compnlementary MOS or CMOS technologies, which involve no resistive
loads.

A second realization was that DARPA svstems researchers were not going to be
satisfied with accessing technology that A-as a few years behind the leading edge. The
architectures they were interested in exploring and developing required the maximum
density and performance available from technology. MOSIS' traditional approach of
accessing technology that was a few years behind the leading edge would not be
acceptable. Instead. MOSIS designers wanted to start, exploring technologies as they
were being 4,velopld. They wanted to be able to go into production as soon as
development of the advanced processes was complete, instead of starting their design- at
that time.

In order to prepare for the imminent switch from NMOS to ('MOS and to provide the
DARPA community with leading-edge technology, the MOSIS Advanced VLSI program
was started.

The basic idea was to develop interfaes to group,; within the semiconductor indu,,try
involved in tht- development of the most advanced (MOS processes. Runs would be
held with selected -egnlent", of the DARPA deign coiniiiUnity sutbmitling de-ign- t,

0
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allow development of process-control monitors, design rule, and design style, *fa '-,
ahead of the common availabilty of the processes. The advanced proce-,se, thIl 'ere

accessed in this manner involved feature sizes of 1.2 microns.

Since its inception, this program has seen the following:

* development of interfaces to five vendors
* design of parametric test structures for 1.2-micron CMOS and development

of the associated test code

* definition of design rules
* development of software for assembling 1.2-micron runs
e successful completion of eight runs

The first four runs of the Advanced VLSI program were fabricated by four different
vendors. This experiment showed that only one vendor. GE. had its process sufficienlly
under control as to warrant its use by the MOSIS community. Now the NIOSIS
community is accessing that vendor's process. Since then. new vendors have claimed
completion of the development of their processes and MOSIS is in the process of
initiating or reinitiating experimental runs with them.

The most sign'.ficant result of the program was not the successful completion of the
runs but the methodology that MOSIS put into ope. ation to allow its advanced
community efficient access to leading-edge ('MOSg. The interaction with the variou,
process development groups led to a sufficient understanding of the procesing issue, to
allow IOSIS to formulate a set of design rules that are not only vendor independent
but that also scale with feature size.

What scalable rules mean in a practical sense is that geometry of designs bas ed on
these rules can be scaled to run on 3-micron processes as well as 2-micron andl 1.2-
micron processes.

The formulation of a set of scalable rules reduced one of the most serious
disadvantages associated with seekihjg to access the most advanced processes for the
DARPA \LSI design community. Advanced processing usually carries quite a cost and
turnaround penalty. The cost for prototyping is higher and the queues for processing
are lon&, r. With advanced processing, costs are driven up not so much because of the
increases in cost per wafer, but mostly because the type of lithography required
drastically reduces the number of users that can he )ut on a prototyping run. Smaller
feature sizes r(quire lithography based on "stepping" one small image containing only a
small number of designs across the surface of a wafer. Larger feature sizes allo\\ the
whole wafer to be exposed at once. by an image )reviously composed to have a very
large nuinlbe: of designs. Large feature-size run, can easil carr' ianv 1te, )f
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designers. with the cost of the run shared among them. Small feature size rule. can
carry only a few design,. The cost of a small feature size prototyping run per design

* project can easily be ten times the cost per design project in a large feature size run.

('ustom development for a chip usually requires several fabrication iterations. such
developments are difficult when each iteration is extremely expensive and takes a Ion,-

time to complete. Some experienced systems designers insist that. becaus e of this. it is
not possible to develop complex systems based on leading-edge technology. They clain,
that only mature technologies should be used. because of their attendant lower cost,.

faster turnarounds, availability from a large number of sources, and lower risk.

Scalable rules allow advanced systems designers to do their initial chip development
iterations using higher feature size technologies. where cost is low and turnaromid i-
fast. Only in the final development phases do they use the smalle-t feature size
ec'hnohgies. There is even the possibility that by the time the the advanced techbilI(my
ha> been a,'ce1sed it will have become mature. Thi,, is the approach that mew ers of
MO s1 advanced design community are being advised to follow.

5.3 SCIENTIFIC PROGRESS

5.3.1 Scalable Design Rules

. 'lO JS h-, distribuited to its communit v it, scalable and vendor-independent decign

rules for 3-nmic-on. 2-micron. and 1.2-micron p-well, n-well. and twin-tub ('NlOS/Bulk.
These rule,, exit as files that can be accessed as automatic respone, to mesages sent to)

The rules are in terms of a parameter lambda that assumes different values for
different feature size processes. For example. lawbda i.5 equal to 1.5 microns for 3-
micron processes. 1 micron for 2-micron processes, and 0.7 microns for 1.2-micron
processes. The rules are drawn rules, with all geometrical relationships such as spacings.
widths, and overlaps in terms of small integer values of lambda. This and the fact that
all the rules fit onto one page make them easy to remember.

Two contact design layers exist: contact-to-active and contact to-poly. There are rules
requiring sufficient separation between the two kinds of contacts in order to allow

NIOSIS to independently adjust contact overlaps and conductive layer widths when:
converting geometry from drawn to mask.

The ability to scale and to independently adjust active. poly. metal]. and meta12
overlap of contact, and vias. and tile biasing of active. p)l1. netall. and meta12

0



geometry allow MOSIS to fit its rules very ehI),e to t hat of a t'alri'ator. Very little ij-
lost by using MOSIS' scalable rnles a.s- oppo,ed to hose deined by a fabricator to fit ii-
specific process.

5.3.2 Generic Process Specification

MOSIS has defined all the conventions necesary to accept from its community designs 0
in 3-micron, 2-micron, and 1.2-micron p-well and n-well CMIOS/Bulk. This includes the
definition of the design layer extensions and the various ways in which the scalable
('MOS/Bulk geometry can be transmitted. For example. designers can submit designs
with the well and implant layers not identified with regard to type. Depending on
whether the CMOS run is p-well or n-well, MOSIS then makes the well layer p-type or
n-type and the select p or n. Another form of submission defines both p-well and n-well
layers and p-select and n-select layers: MOSIS then selects which type of layer to ignore.
depending on whether the fabrication run is to be p or n.

MOSI$ has distributed to its community detailed wafer acceptance specifications to be
used to accept ('MOS/Bulk wafers from the majority of its vendors. MOSIS has
developed process-control monitors to allow it to independently determine whether
delivered wafers conform to previously agreed-upon wafer-acceptance specifications. In
addition. NIOSIS' has distributed to its community SPICE models characterizing the
transistors expected on its 3-micron. 2-micron. and 1.2-micron ('MOS/Bulk runs.

5.4 IMPACT

The Advanced NLSI project was initiated in order to interface the DoD systems design
comnunity to leading-edge technologies. By working to make new VLSI technologies

available to this design community. the Advanced VLSI project is significantly reduci ;

the costs and delays involved in the design of prototype NLSI s. stems.

5.5 FUTURE WORK

5.5.1 CMOS/Bulk, 1.2 Micron

A number of fabricators have developed 2-micron ('MOS/Bulk processes. Since 2-
micron CMOS is becoming the state of the art. MOSIS is now actively pursuing

expansion of its 2-micron vendor base along with expansion of its 1.2-iiiicron vendor

base. NIOSIs is now establishing a regular (once a month) 1.2-micron fbrication run

schedule.
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5.5.2 Packaging

\We will investigate more advanced packaging technique, such as various ceramic
carriers (direct inking, etc.) and plastic tape carriers. IS1 is developing the necessary
interface (software, frames, instructions for users. etc.) to support the use of these
advanced packaging technologies by the community.

5.5.3 Other Services

As the needs of th- systems design community become apparent. the Advanced V-LSI
project will move to meet them. Specific areas of interest in the coming year include
the release of a 1.2- and 2-micron standard cell library from the same agency that
developed the 3-micron library. This new library will have 'macros" for ram cells. etc..
as well as, S'sI and NISl cells.
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6.1 PROBLEM BEING SOLVED

The VLSI design communities of DARPA and NSF require access to NLSI fabrication
in order to investigate design methodologies and architectures that use state-of-the-art
technologies. Recognizing this need. DARPA established the MOSIS (iOS
Implementation Srvice) system at IS in January 1981. MOSI, has accomplished the
following:

r reduced the ('o,;t of -,SI t)rototyping

s ,hortened turnaround time for VLSI prototyping

* freed (lesigners, from fabrication idis,,yncraie,

* made design less dependent on specific fabrication lines

A cost reduction of one to two orders of magnitude has been achieved by sharing a
single fabrication run among many users. Also. by centralizing (and computerizing)

idiosyncratic knowledge about vendors. MOSIS minimizes th,- the time designers spend
away from the design problem. Serving as the only interface between its design
community and the vendor base. MOSIS is able to provide turnaround times of eight to
ten weeks for standard technology runs, except when unusual fabrication problems

occur. Nonstandard technologies and experimental runs generally require longer
fabrication schedules.

6.2 GOALS AND APPROACH

MOSIS comlbine, the various aspects of maskmaking. wafer fabrication, and package
assemily. The major component, of the N1O.SIs' system are listed below.



e interaction witi the designer-

e handling of their design (('IF or GDS) files

* communication over either Ihe ARPANET or GTE Telemail
e placement of projects on die,. and dies on wafers

e matching of MOSIS design rules to specific vendors' design rules, and
addition of alignment marks, critical dimensions, and test devices

e fabrication of E-beam mask sets (via subcontract)

* fabrication of wafer lots (via subcontract)

e wafer probing and data analysis of MOSIS test structures

e generation of SPICE decks for each run

* generation of bonding maps

* wafer sawing. die packaging. and bonding (via subcontract)

e device di'tribution

Designers use any available design tools to create artwork (layout) files, which are senl
to MOSIS via the ARPANET or other computer networks. MOSIS compiles a
miiltiproject wafer and contract- with the semiconductor industry for mask making.
wafer fabrication. and packaging. NOSIS then delivers packaged IC devices to the user.
The user perceives MO.SI as a "black box" that accepts artwork files electronically and
respond, with packaged IW devices.

Though NIOSIS may be instrumental in providing cells and design tools to the user. it
is the sole respon,;ibility of the user to see that the submitted patterns yield working
designs. One may compare NIOslS to a publisher of conference proceedings compiled
fr, m paper, submitted in "camera-ready" form. where the publisher's responsibility is
to produce the exact image on the right kind of paper using the appropriate ink and
binding--but not to addres, the spelling, grammar. syntax, ideas, or concepts of the
various papers.

NIOSIS provides a clean separation of responsibility for the "printing" of chips. The
semiconductor manufacturer is responsible for the processing of the parts and must
satisfy MOSIS's rigorous quality-control specifications. MOSIS is responsible to the user
for the quality and timeliness of the fabrication. The user is responsible for the proper
design of the parts and may use any design methods he finds appropriate for his needs.

It is quite common that very advanced and sophisticated chips fabricated by MOSIS.
work on "first-silicon." An example of this is Caltech's MOSAIC--this is an amazing
accomplishment with the existing design tools. Unfortunately. this is done at a
considerable cost: for example, it is estimated that Caltech's MOSAI(' chip consumed
over L.(N) (PU hours on various VAXes before it was submitted to NIOSI. for

falbriet ion.
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6.3 SCIENTIFIC PROGRESS

6.3.1 Technology Base for Fabrication Runs

NMOS

MOSIs routinely supports NMOS at 3-micron and 4-micron feature sizes, with buried.
rather than butting. contacts, in accordance with the Mead-Conway design rules.

CMOS/Bulk

MOSI, routinely supports 3-micron (feature size) CMOS/Bulk. There are two
technologie, available through MOSIS at 3 microns. The first is a single-metal. double-
poll proce,,s. wvhere the second poly layer serves as an electrode for high-value
capaciors. The second is a double-level metal process. with runs every other week.
Thi, proces, has two sets of design rules. One is specific to 3-micron p-well technology:
the other is a scalable set applicable to 3-micron, 2-micron. an( 1.2-micron p-well and
n-well (MOS/Bulk technologies. As part of the Advanced VLI program. MOSIS now
offers fabrication at 2 and 1.2 microns. MOSIS is actively engaged in expanding its 2-
micron and 1.2-micron vendor base.

CMOS/SOS

IOSIS support's ('NIOS/SOS fabrication with 4.0 micron feature size in accordance
with the (altech design rules. All of the SOS vendors support these design rules.

Completed Fabrication Runs

The following is a categoric breakdown by technology of the fabrication runs
completed during this reporting period:

21 runs NMOS, 3/4 microns1

22 runs CMOS/Bulk, 3 microns
2 runs CMOS/SOS, 4 microns
•5 runs Wafer-Scale Integration

6.3.2 Fabrication Interface

The N10.SIS vendor base has expanded substantially during this reporting period.
Increased user feedback and more extensive test results have allowed the MOSIS project
to determine and communicate fabrication requirements to new vendors. This has
resiultedr in higher quality wafers and the development of consistently reliable vendor
soiirce, for ina.,;k making and NNOS' fabrication.

()np ri A a comnmn r,'ial.N funded
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NIOSI1, ha- iirtittited procedures to manage the vast amount of information inherent

in) (Ienling Nwith a mIti-vendor base. Many administrative tasks have been automated.
including the maintenance of templates to determine fabrication requirements specific to
vendor nd tech nology (a single vendor often provides several fabrication technologies).

6.3.3 Quality Assurance/Design Interface

Most NlOSIT devices are prototypes without established functional testing procedures.
Generally, the designers who receive these devices are still debugging the designs. rather
thai checking for fabrication defects introduced by less-than-perfect yield.

*NOSI. 's extensive quality-assurarce program is aimed primarily at the parametric
level. This guarantees that the electrical properties of the wafers are within
spe(ificationb establi~hed by the best a priori simulations used in the design process.
\ork has comtinued to increase the accuracy of the SPICE parameters that are made

available to NIOSIS users. SPICE provides simulated mathematical models for the
* behavior of transistors. allowing designers to assess a small digital circuit idea, to avoid

falty design. and to improve their chances of success in fabrication. The electrical
criteria are a superset of the SPICE parameters at level II. They include a ring
oscillator, which gives a rough idea of the speed of the resulting circuitry. The electrical
propertie- of the wafers are extracted first by the fabricator, who uses either his own
pro0.e ,)-control monitoring devices or the MOSI. test structures. Only wafers passing
these tests are delivered to MOSIS.

It is a common practice in the IC industry to save functional probing time by probing
wafer, in only a very few sites. This practice makes sense, because all parts are subject
to functional testing and because this parametric probing serves only to el'ninate
diastrously bad wafers.

Since designers hand-test most MOSIS devices, MOSIS requirements for parametric
testing are higher than industry standards. MOSIS inserts its own test strip on every
device, if space permits. This probing provides important statistics on the electrical
properties and their distribution across the wafer. Most wafers have uniform
distribution: some. however, have other statistical patterns, such as significant gradients,
and bimodal distributions.

These in-depth statistics are available only to the fabricators. Designers receive the
general statistics (mean and variance) for each run. Interested users can request the
specific values of the parameters extracted near any of their chips.

Vsers, comparing the performance of actual chips to their simulations find it useful to
rermi the simulation with the actual a posteriori parameter valneq (Pi( 'E deck)

eN Iraecl e'l for that run.



A perfect set of electrical parameters does not guarantee perfect yield. so there is

alw\ay a need for functional testing. NIOSIS does not have the facilities for higl-,pee(-(
functional testing. but can perform partial functional testing. This screening typically
catches the majority of fabrication defects, such as shorts. The screening is performed
by ap)lying and reading user-provided vectors to each device before the wafer is cut:
those failing the test will not be packaged. By screening the larger chips--which
typically have lower yield and higher packaging cost, and are required in larger
quantities--NOSIS significantly reduces the packaging cost.

6.3.4 Standard Pad Frame/Packaging

MOS I 's current packaging strategy is to package enough parts to ensure a 90 percent
prolalility of delivering a defectless part to the designer. This strategy was acceptable
when most of MOSIS's community was designing smali circuits and the fraction of

packaged defective parts was small. However. a significant portion of the comm utity
ha: successfully completed the development of large designs and now wants from 300 to

3.000 working parts to begin developing prototype systems based on parts obtained
through MOSIS. The yield for these large designs is expected to be 25 percent at best.

If NIOSIS were to follow its current strategy of packaging parts without any testing to
indicate functionality, it would be packaging four times the required number of part, to
achieve a requested quantity.

To avoid such waste. NIOSIs has worked with Stanford Vniversity to define a
functi(mal test language (SIEVE) and has developed hardware to effect the testing
specified by that language. Users now have the option of submitting text describing
limited test procedres to be used at wafer probe to screen out bad parts. The purpo-e
of lhi , screening is to detect the types of "trivial" defects that cause the majority of
bad parts and. therefore. to reduce packaging costs. Full functional testing is expected
to )e (lone by the user.

For designs with custom pad layouts, it is the responsibility of the designer to provide
MOSIS with the custom probe card to probe his circuits. To eliminate the
inconveniences associated with generating custom probe cards for every design. NIOSIS
has developed a set of stancdard pad frames, each specifying exactly where the pads are
positioned. MOSIS stocks probe cards for each of the frames.

These standard frames are also expected to facilitate packaging. Bonding diagrams
for projects curr,.ntly submitted are generated manually. because several attempt,< to
automate this process have met with only lir!ted success. Bonding diagrams instruct
the packager to connect a specific pad on the chip to a specific pin on the package.

Standard pad frames have standard bonding diagrams. eliminating the the need to

g(enerate a new diagram for each project. The increased use ()f the standard padI fra ue.
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has reduced the considerable amount of time needed t, manually generate bonding
diagrams. Standard fr:imes also allow the bonding prcess itself to be autonated.
Automated, programmable bonding machines are currently available. Standard pad
frames make possible a scenario in which an operator would identify a first pad and
package pin: programmed information would then control the bonding on a chip.

6.3.5 Standard Cells

MOSIS has acquired from DARPA a government-designed standard cell library for 3-
micron p-well ('MOS/Bulk, designed in rules identical to N4OSIS and thus capable of

being fabricated by MOSIS C MOS fabricators.

NMOSIS has made this; library available to its community. Mloreover. N1OSIS ha,
contacted all the major commercial ('AD vendors to encourage t.hem to supporl the

library. A number of them have decided to do so. This allows the MIOSIS community 1()
purchase turnkey ('AD systems to design standard-cell-based circuits that can he

fabricated by NIOSIS.

6.4 IMPACT

MOSIS's main function is to act as a single interface ("silicon broker") between a
geograpbhcally distributed design community and a diverse semiconductor industry. As
such aT interface. MOSIS, has significantly reduced the cost and time associated with

protot. ping custom chips.

The greatest impact of MOSIS. however, is in the community it has created. The
NIOSIs user community shares not only the fabrication services, but also experience.
cells, tools, and software. The rapid growth of the community proves that the services
provided by MOSIS are useful and important to both the academic and the R&'D
communities.

6.5 FUTURE WORK

With a large portion of the MOSIS community now designing in CMOS. NIOSIS will

continue to put considerable effort into providing low-cost and fast-turnaround ('MONs
fabrication.
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7.1 PROBLEM BEING SOLVED

The IS-based. DARPA-sponsored \IOSIS Service has demonstrated the ability to

provide fabrication of full-custom integrated circuits on demand. The availability of

custom fabrication has spawned considerable growth in system architecture research
within the D.ARPA community. This interest in system design and rapid syslen

prototyping has emphasized the need for VLSI design verification capabilities.

Tile KITS'ERV (a \LSI kit design service) effort will design and develop new tester

system architectures to provide low-cost functional test capabilities integrated into the

DARPA-spon.sored. VLSI design environment. Integrated functional test capabilitie-
will greatly enhance the abilitN to debug new chip designs and reduce the time involved

in demonstrating "proof-of concept" development.

7.2 GOALS AND APPROACH

The overall goal of the KITSERV project is to develop cost-effective test capability for
VLSI designers as an integral part of their design environments. and to make thi,

capability available to a large population of designers by transferring the technology to

commercial companies willing to market and support the testers. Specific goals involve
addressing the shortcomings of commercial test systems.

Large parametric and functional testers are available in the commercial marketplace

(costing approximately $1 million each). They are designed to support production
testing. These systems are extremely costly to program. are not compatible with tile

DARPA community test interchange language. and are not integrated into the design

environment. They are not cost-effective for prototype and small production testing.
Lower cost (approximately $125.000) functional tester, have recently been introduced.

These testers run at reasonable test rates, but they have limited test capabilitie,. are

not oriented toward concurrent testing of many different design,. and are not easily

integrated into the DARPA design environment. These lower cos te,ters require a
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hand-wired "load board" for each chip design to be tested, making them useles, in the
DARPA/VLSI Brokerage prototyping environment (because the MOSIS Service support,
dozens of designs on each fabrication run). Currently available testers are stand-alone
units with limited local test vector storage, which severely restricts their ability to
sustain test rates for the complex tests required. i.e., verifying the architecture project
designs being generated by the DARPA Strategic Computing researchers.

These shortcomings will be addressed by using custom VLSI chips to increase
functionality while reducing tester system costs. "Load boards" will be replaced by
automated pin programming and "tester per pin" archectecture. Testers will be
developed to support the community test vector interchange format.

Most test systems lack the flexibility required to interface to the various design
workstations used in the DARPA VLSI design community. Most system', are
outgrowths of logic analyzer designs with complex and costly external pods and cable,.
Many test systems trade off specific performance features of interest to the DARPA
CMOS designers for more general features required to capture a broader tester market.
There are currently no testers available, short of the largest systems described above.
that can support the inherent increase in operating frequencies that, will be achieved
with chips fabricated by the MOSIS Service at 1.25 micron technology. Likewise. the
increased design complexity that will be achieved with wafer-scale integration, coupled
with the requiremnts for hundreds of test pins and the inherent increase in operating
speeds, will require very wide, very deep. and very fast local vector storage with implied
data rates in the hundreds of megabytes per second, far in excess of commercially
-available testers.

Issues of interface flexibility will be addressed by using industry standard host system
interfaces and driver software written in the C language. Increases in test system speed
requirements will be addressed by implementing VLSI circuitry in smaller geometry
technologies.

KITSERV will provide a planned comprehensive approach to developing tester
products. As researchers will use DARPA-developed design tools on tie SUN
workstation. KITSERV will provide the ability to use DARPA-developed test
capabilities as well.

7.3 SCIENTIFIC PROGRESS

SUNKIT ONE, the first of a family of test systems, has been completed. SUNKIT
ONE involved the design and production of a VLSI chip tester based on a VLSI chip set
developed for DARPA at Stanford University.
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Tile SUNKIT ONE tester connects to a host computer. -uch as H SIVN worktialioll.
via a D.NLA, board installed in ,he host machine lackldale. Te, vector, written in
SIEVE (the DARPA standard interchange language) are compiled ol the host ma'hille.
broken down into pin directives, and sent to the tester box for execution. The \N1l
chip set in the tester interprets the pin directives and addresses the appropriate device
pins. The tester is housed in a custom-designed, vacuum-formed enclosure containing
device sockets for all of the MOSIS Service's standard packages. Power is supplied from4
a remote power supply through a connecting cord to remove all A( power from the
tester box. The tester features device-power-current monitoring and limiting, and
provides for testing up to 128 device pins either in a packaged part or through a cal,l
connection to a wafer probe station. A technique of "weak-drive" is employed by the
custom VLSI chip set in the tester to constantly drive all DUT (device under test) pins
to logic high. DU7T pins attempting to drive the te.ter input pin, must (vercome the
weak-drive outputs of the tester. Test speeds with SI'NKIT ONE are approximately i)

microseconds per device pin directive.

The SIEVE compiler has been converted to the (' language and is now available for
UNIX machines. a., well as the original VAX \1'' implementation. The te,I
environment i, fully integrated into the design environment. A designer running the
Berkeley design tools on a SUN workstation can design. simulate. submit designq to the
MOSIS Service. and functionally test chip,;. all in the same integrated environment.

Twelve SUNKIT ONE testers were completed and (distributed to the DOD conlllunily
as no-cost prototype loaners for evaluation. SUNKIT ONE testers have been used to
debug the MIPS-X processor developed at Stanford Universit y aid to provide wafer-
level functional screening of the \LSI chips used in the Butterfly development effort at
Bolt Beranek and Newman, Inc. A second effort at Stanford combined the S.UNKIT
ONE with a behavioral simulator to allow real-time matching of the test results to the
simulator outputs. SUNKIT ONE testers are operational on VAX computer,.,. on
Multibus SUN. VNE-Bus SUN, IBM-P('/AT. and \icrovax workstations, and on the
PDP 11/23 computer. No commercially available tester provides this level of flexibility
in host support.

7.4 IMPACT

The level of tool integration achieved by merging the SUNKIT ONE into the Berkeley
design environment has provided the DARPA community with a totally new system
approach to VLSI design and verification. This effort demonstrated the concept of a
low-cost environment that would greatly enhance the productivity of VLSI designers by
reducing prototype development time. The SITNKIT ONE product. currently in use at
several DARPA research sites, demonstrated the concept of system integration but fell
sho)rt )f pr)vidIing vecto r test rate, to match chil operatilg l)evd-' atlainab eI with the
e,\olxving, .ISS Service fabrication techuolmo),ie,.
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7.5 FUTURE WORK

The deign of SIUNNIT T\V( will address several shortcoming- identified during the
prototype evaluation of SU NKIT ONE. The most serious shortcoming wa the
ineffective use of host memory bandwidth. DUT pin directives were transferred
individually from the host to the VLSI-based controller in SUNKIT ONE, which
interpreted and executed instructions "on the fly." Since many pin directives were
required per test vector, the resulting vector test rate was prohibitively slow. In
addition to the data efficiency problem, the problem of data throughput was also
identified. Host workstation, can support a maximum continuous data rate of se'ermtl
megabytes per second through a DMA interface from the largest internal memory buffer
of several hundred kilobytes. Data rates required to support the testing of a 64-pin
DV'T at 10 megavectors per second, assuming 3 data bits per pin per vector, is 240
megabytes per seconl. This simple calculation gives strong support to the requirement
for a local vector mewmory in the tester. Such memory will allow the high vector raie
testing without taxing the host memory bandwidth. Evaluation of these shortcomings
anal resuit- of continued di,;clissions with researchers in the DARPA community will be
formative in the development of specifications for SUNKIT TWO.

SUNiIT T\VO will be microprocessor based. to allow increased flexibility in host
interfacing by providing a serial interface and a generic parallel interface. t will
provide uipward compatilblity with existing .UNKIT ONE users through the same DMA
interface. In addition to the host interface, the local microprocessor will control
parameter setup. data handling. post-processing. and error detection. A large local
vector and error buffer will be used to facilitate testing complex devices at high vector
rates. The local vector buffer will use a "don't care" mask per vector. per DUT pin to
support total flexibility in error reporting. A local DNMA controller will be included to
handle the data flow between the vector buffer and the pin-drive electronics. An
optional relay board is planned to allow power and ground to be applied to any DUT
pin under program control, thus avoiding the requirement for mechanical patching.
The tester will be designed in a modular fashion, with pin-drive boards and relay boards
interconnected in a stack to allow expansion capability for testing more DUT pins. The
tester boards will be designed around a hollow center core where the DUT adapter is
supported, thus providing short and controlled interconnection paths from the DUT to
the drive electronics. Vector test rates are to be controlled by a programmable
synthesized clock that will generate frequencies from 20 kilohertz to 10 megahertz in 10
kilohertz steps. The tester will be self-contained in a custom enclosure with its own
power supply. The 80286 microprocessor will be used in the tester design as the te,,t
set-up and control mechanism and will he packaged in the form of an IBI-P('/AT-
compatible mother board. Custom boards required for the SUNKIT TWO will be
plugged into a backplane attached directly to the IBM-PC/AT mother board. This
packaging technique will allow several options to be exercised in the use of SINNI'r
T\V(). Fi ' . the t,,ter can be used in stand-alone mode with a dedicated internal IB\I-
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P(/AT mother board. S"econd. tile tester can he used as an accesory to an exi'lin,
IB.\I-P('/AT by attaching cal)les from the IBM-P('/AT to the SVNNIT T\VO

backplane. thus eliminating the internal mother board. Third. the tester can he used in
unpackaged form. perhaps with just the pin-drive boards mounted directly to a probe
station and attached through cables to the remote IBM-P('/AT mother board. IBM-
PC/AT compatibility will allow use of the DOS operating system and the rich
environment of software and hardware development tools available. The IBM-P('/AT
will provide a very powerful, low-cost development platform for SUNKIT TWO.

The DUT pin drive in SUNKIT TWO will be provided by custom ('MO'S -LI chip'
capable of driving 16 DUT pins through tri-state I/O pads. A 32-bit data path to the
vector memory is planned with 2-bit (read/write, polarity) control for each D'T pin.
Pin-drive chips will be phase-locked to the master clock rate generator to minimize
signal skews across DIT pins and to allow all critical clock signals to he generated and
used on-chip. The pin-dlrive chips will have an internal phase-lock loop (PLL) nd
programmable tapped delay line to allow strobe edge skewing under p)rogram cont rol.
Two independent pulse generators are planned on-chip to be used as DI'T clocks that
can be programmed to any DUT pin. These clocks are to be generated by the PLL
circuitry with programmable phase, delay, and duty cycle. The clocks will not only be
used as DUT clocks, but will also be modulated by the data stream to produce NRZ.
RZ. and RO data modulation types. An independent read data strobe will be generated

to latch the data from the DUT. phase-skewed under program control.

We plan to design and develop several SUNKIT TWO prototypes and to distribute
them for evaluation. Software development will focus initially on the basic driver and
SIEVE compiler. with enhancements for tester setup parameters to support the release
of evaluation prototypes. Both hardware and software development will continue
during the evaluation period, to develop hardware options and to enrich the user-level
software.

Longer range plans include the development and support. of an enhanced vector
interchange format for the DARPA community and continued enhancements to the
tester performance to parallel the development of new fabrication technologies and
system development activities. Industrial partners will be actively sought as
commercially viable product prototypes are developed.
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8. EMPIRICALLY VALID
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8.1 PROBLEM BEING SOLVED

A dominant theme of much current Al research is the importance of explicit, well-
foiiiided models of knowledge. Despite the fact that we now have a fairly sound

UII( erstandi g of the issues involved with network-based knowledge representation
melh odology. there is no appropriate knowledge representation tool widely available to
the Al research community. Currently. each research project with knowledge

repre,,entation needs must expend excessive energy building and maintaining its own.
11,i:1lly ad hoc and unprincipled, knowledge representation system. To further

complicate the problem, availability of a knowledge base mechanism is only part of the
problem: tools to use the underlying formalism must also be available. Our own
experiice. which involves many man-years of modeling. has pointed out the need for a
0usAble knowledge representation system.

A ilable knowledge representation system can have as significant an impact on the
knowledge engineering community as formalized databases had on the information

processing community. When ad hoe procedures are converted to formalized ones, users
are more productive due to increased automation and error elimination. Formalized
sy 1em, also facilitate the sharing of information. A usable knowledge representation
system can provide a first-level standard for sharing knowledge across domains.

The usability of a knowledge representation system is derived from four atidbutes.

1. It must be expressive. The modeling tool must be able to capture the
semantics of the domain in a concise, well-defined, and easy-to-w e notation.

2. It must be principled. The modeling system must have well-defined
semantics so that general-purpose reasoning agents can be supplied to
manage the knowledge base as it grows and to provide useful domain-
independent inferences.

3. It must be cooperative. The modeling system must have an appropriate
set of definition and analysis tools that cooperate with the modeler to lessen
the task.

4. It must be available. There must be a robust, efficient, and well-
docenented implementation of the knowledge, base and modeling
f'Ilviro)nnient prodiced for a)p'olriate hardware and software.
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While researchers have experimented with various methodologie, and produced
experimental languages and environmen.s, no one ha.s, yet produced a usable knowledge
representation system that scores well wilh respect to the usability criteria mentioned

above. The goal of this project is to extend the capabilities of an existing knowledge
representation system. NIKL 131. to fill this need.

8.2 GOALS AND APPROACH

Our work in knowledge representation is motivated by a desire to build a principled
knowledge representation system. NIIhL. that can be used to provide terminological
competence in a variety of applications. To this end, we have solicited use of the NIKL
system in the following applications: natural language processing, expert systems. and
knowledge-based software. Outr research methcdology is to allow application needs.
rather than theoretical interests, to drive the continued development of the language.
This methodology has allowed us to perform an empirical evaluation of the strengths
and weaknesses of NIKL. It has also helped ut, identify general requirements for
terminological reasoning in intelligent systems.

We classify the improvements that we have made or plan to make into three broad
categories:

1. Expressiveness: enhancement, to (he terminological competence
represented in NIKL and the inferences NIK[, can make regarding the
subsumption relationship.

2. Environment: enhancements to the tool that accompany NIIKL for both
maintaining knowledge bases (knowledge acquisition) and reasoning about
the terminology defined in the knowledge base.

3. Support: enhancements to user documentation and to the reliability ald
availability of the implementation.

8.3 SCIENTIFIC PROGRESS

We have made several enhancements to NIKL that were in direct response to
applications needs. First, we have upgraded the status of roles (binary relations) within
the NIKL framework to that of first-class objects. by placing them in a separate relation
hierarchy. The presence of the relation hierarchy permits us to design a more complete
inference procedure with respect to roles.1

We have developed an integrated set of acquisition tools in a window-based
workstation environment. The tools include a graph of the concept hierarchy. an
ENA('S editing window, and a lISP interaction window. Within the LISP interaction

I'rhee arilurt, are di-cpi-ed iii detail in '3



window. the environment can produce highly formatted ("pretty-printed") descriptiofl,
of concepts. The atoms in these formatted displays (which refer to concepts ani
relations). as well as the nodes of the graph and tile text in the edit buffer. are all
mouse sensitive and known to be NIKL constructs by the environment. This allow,, the
user to move from one window to another in a coordinated way. It also allows the u,,er

to refer to a NIKL object simply by pointing at it in any of the various views of the
network.

We have ported NIKL from Interlisp to Common LISP. and have experimented with
its use on a variety of workstations and mainframe implementations of Common LIP.

The integrated acquisition environment depends on some specific tools found in the
Symbolics ZETALISP environment. We are actively pursuing the development of
similar facilities that rely on a Common LISP implementation of a form and graplhic,
package that requires only modest customizations for various graphic environments. A
portalle grapher subsystem has emerged a.s a by-product of this effort [7].

Finally. we have produced a user manual for NIKL [6]. which serves both to make
NIKL more accessible to users outside of IS] and to set a standard for the community
demonstrating what the capabilities of a knowledge representation system ought to be.

8.4 IMPACT

The development of NIKL has led to a rapid increase in the number of research
effort, using KL-ONE-like knowledge representation languages. The Consul user
interface management effort was the first to employ the language. The basic Consu
user interface used models to structure displays [4]. NII, was used here to supply
semantics to terms used in a forward-chaining inference system. Consul also used NIKL,
in a natural language case-frame parser, where the model represented some of the
lexical semantics as well as the case frames [8]. User interface research has continued
with the use of NIKL in a multi-modal user interface system, II [1]. Natural language

research has seen NIKL applied in a text-generation system [9] and another natural
language understanding system [I1]. In the two natural language efforts, the systems
were able to share a common world model through a NIKL knowledge base. Parallel

applications have occurred in the area of expert systems. The Explainable Expert
Systems effort used NIKL to describe the problem domain in an effort that produced ai
expert system creation system [5].

One of the healthiest signs of NIKU, success is the number of knowledge
representation researchers who have used NIKL as a starting point for their work. For
example. KL-TWO uses NIKL as a T-Box to which it added an A-Box [10]. and Ron
Brachman has related that NIKL is the standard by which he has measured the
Krypton T-Box [2].



8.5 FUTURE WORK

We are planning 1o exlend NIR(L ahng thrc-e different dimension-. The first of ihee
might be called flexibility. (urrently, a loaded NlKL model can be extended, but not
modified; i.e., to change an individual concept specification in an already loaded
knowledge network. one must edit the specification and then reload the entire model.
We are developing an incremental classifier that will permit editing of already loaded
knowledge networks. This, extension will make the process of designing and debugging
NIKL models much easier.

Second. we plan to significantly extend the representational capabilities of the system.
providing specialized syntax and inference methods for sets, sequences, arithmetic
intervals, inverse and transitive relations. and necessary and sufficient conditions.2

Finall y. we plan to add to NIKI, a pattern-matcher and a truth-maintenance
subsy,,tem. Together. these new inference nechanisms accomplish the integration of
termi n )logical kn()wldge. relpresented a., a N1KL model, with assertional knowDtdge
store(d in a database.

The completed system will exhibit a much broader range of capabilities than are
currentlv available. Not only will the extended NIKL increase the knowledge
representation support available to current NlIl, users, but it will open up NIKL to use
by new and different applications.
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9. TEXT GENERATION
FOR STRATEGIC COMPUTING

Research Staff. Research Assistants: Support Staff
William lann Susanna Cumming Lisa Trentham
Norman Sondheimer Shari Naberschnig

Nark Feber
Christian Natthiessen

9.1 PROBLEM BEING SOLVED

The U.S. military is an information-rich, computer-intensive organization. It needs
easy. unlier4 amiable access to a wide variety) of information. Currently. informalion is,

often expre,,ed in obscure computer notations that cannot be understood without

extensive training and practice. Although easy discourse between the user and the
machine is an important objective for any situation. this issue is especially critical in

regar(l to autonmated decision aids such as expert-systel-based battle management

systems that must carry on a dialog with a force commander. A commander cannot

afford to miss important information, and it is unreasonable to expect force
commander, to undergo highly specialized training in order to allow them to understand
ol,,cure computer dialects that change from machine to nachine.

. greal deal ()f work has been done in the area of natural language under-anding.

anid tis work is starting to pay off with the delivery of functional interfaces that

interact naturally with the user. (omparatively little, however. has been done in the
area Of natiiral language generation. There is currently no effective technol()gy for

expressing c)ml)lex com)uter notations in ordinary English. If there were, computer-

based information could be made more accessible and understandable in a way that was
less subject t() personnel changes.

9.2 GOALS AND APPROACH

This project is creating and demonstrating new technology to provide an English-in.

English-out interface to computer data, called Janus. ISI is developing the English-out
(text generation) portion of Janus. referred to as Penman. Initial capability will be

demonstrated on a naval database, but most of the techniques are more general and will
be able to be reapplied to other problems. The end result will be a system that

prdtlce, ansN er-, to queries and commands in the form of text that is understaii(lale to

any user who understands English.

Noth d ,irstanding and generation COMJ) , )lnent S are necesary ill all effective



in formati( n system interfam'e. It i-, also necessary tha tie techUogie, te( I I,\y the'e tINw

component, be albsolutelN consistent. If they are not. an eni arras,ing situation (ati
occur in which the interface fails to understand a piece of text that it ha, jnt oulpll.

This type of situation could cause users to lose confidence in the system.

In order to alleviate this problem. we are developing Penman in close cooperation with
a natural language understanding project at Bolt Beranek and Newman. Inc. (BBN).
This cooperation extends to joint development of the knowledge representation software
and the lexicon design. as well as work to insure compatibility between BBN', RIS

understanding grammar and ISIs Nigel generation grammar.

The understanding/generation compatihility effort can be considered the first of our
goal, for the Penman system. Another is the ability to generate substantial amount, of
English text. up to the multiparagraph level. A useful interface should not Ibe restricied
to short replies- or comments.

A third goal is to make Penman as portable and domain independent as l)osilble.

There are many knowledge domains available for interface systems. and few specialists
to create the interface,. Thus. we are emphasizing domain-independent capabilities
over domain-dependent one,.

Finally. there are many linguistically and computntionally significant issues that imit
be addressed if high-quality generation is to be achieved. For example. we are working

on improved method-; for knowledge representation, for vocabulary developmenl. annl
for -ing lemlinti, and dkicour,e context to guide the generation of text.

9.3 SCIENTIFIC PROGRESS

This project wa.s put in place at the beginning of FY85 (October 1985) in order to
develop the first natural language generation capalhility robust and capable enough to
be used in DARPA's Strategic ('omputing program. It is intended that this interface be
coupled to the battle management system being developed under DARPA's Fleet
('ommand (enter Battle Management Program (F('('BMP). In the first year of the
effort. 151 has de.igned th, first generation system to produce English from output
demands in formal mathematical logic using a broad-coverage grammar and an artificial
intelligence knowledge base. and demonstrated its use with the generation of a set of
sentences. Because there is no existing knowledge databa.se for the Naval domain, we
applied Penman to an existing knowledge base that was developed by tile Consul

project. a previous DARPA-sponsored project at ISi [5]. The knowledge domain of the
('on,,ul database is electronic mail and calendars.

.A pIri of ite Preniman deign. this pr(ectl hraied and delivered a .wlaster Lexicom
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facility. NIL. fo)r vocalbulary acqi iikition and irse [1. 2. 31. NIL is unusual in t hai it i-
conlPat i ble with the two radieally dit'I'erenl grammars of English in Janu,: the Nigel
generation grammar and the R1s understanding grammar. The system features a
multi-window, bitmapped display that can be manipulated with keyboard and mouse.
Online locumentation is provided for all lexical choices. ML is built to allow for the
extension of the Janus lexical system. It is, also possible to use NIL with other natural
language processing systems by replacing a single data structure.

In addition. work has been done on bringing the Nigel and RUS grammars into
compatibility.

We have as a general goal the development of natural language generation
calpalailities. Our vehicle for these capalbilities is a reusal)le module (lesigned to meet all
of a systen%' needs for generated sentence,,. The generation module must have an input
ntatI( ml in which d(l:mand, ' or exlpressi() ),ire ret)resented. The notation should be ()t
general applicability. For example. a good notation ought to be useful in a rea'oning
system. The notation should have a well-defined semantics. In addition, the generat()r
has to have some way of interpreting the demands. This interpretation has to he
efficient.

In o)ur research, we have choseni to use formal logic as a demand language. Network
knowledge bases will be used to define the domain of discourse in order to hell ) the
generator interpret the logical forms. A restricted. hybrid knowledge representation will
be used to analyze demands for expression using the knowledge baise. 'e have
(level)ped a design that calls for the following:

1. developing a deniand language. Penlman Logical Form (PLF). based on first-
order logic [7]:

2. -truiiring a NIKL (New Implementation of' KL-ONE) network to reflect
conceptual distinctions observed by functional systemic linguists:

3. developing a method for translating demands for- expression into a
propositional logic database:

4. employing KL-TWO [8] to analyze the translated demands;

5. using the results of the analyses to provide directions to the Nigel English
sent ence-generat ion system [6].

PLF is essentially complete. To first-order logic. PLF adds restricted quantification.
i.e.. the ability to restrict the set quantified over. In addition, we allow for equality and
some related quantifiers and operators. such as the quantifier for "there exists exactly
one ..." (!). and the operator for "the one thing that ..." (i). We permit the
formation and manipulation of sets. including a predicate for set mnembership
(ELENIENT-OF). We also have some quantifiers and operator-, based on Hahpl, i

()perat or [A].



The system's knowledge has been o-gminizedl ill a new wax ill order to facilitate English
expression. In order to support bolh tile inl'erence, ic.es,,ar.v f')r parsing and question-

answering and the classificatory reasoning necesary For generation. we are developing a

very general. domain-independent taxonomy of the types of entitites. relations, and

actions that occur in the world and that determine the distinctions made in English

grammar, and then subordinating the particular domiain model to that. This taxonomy.
which we call the Upper Model, is implemented in the NIKL knowledge representation

language. whose property inheritance facility enables the subordination to work as

desired. Because abstract concepts corresponding to the major conceptual categories of

English (such as process. event. quality, relationship. and object) are defined in thi,
way, fluent English expression is facilitated.

NIIKL contains only definitional inform ation. In order to represent instantial

information as well. we link another reasoner. PENNI. to NIIKL. and call the whole
system KL-T\VO. IKL-T\VO is a hybrid knowledge representation system that uses

NIKL's formal semantics and PENNI's )ropositional logic reasoning ability. We
translate a logical form into an equivalent KL-TWO structure. All predication,

appearing in the logical form are put into the PENNI database as assertions. A

separate tree, reflecting the variable scoping. is created. Separate scopes are kept for
the range restriction of a quantification and its predication.

The Nigel grammar and generator embody the functional systemic framework at the

level of sentence generation. Within this framework, language is viewed as offering a

set of grammatical choices to its speakers. Speakers make their choices based on the
information they wish to convey and the discourse context in which they, find

themselves. Nigel captures the first of these notions by organizing sets of minimal

choices into systems. The grammar is actually just a collection of these systems. The
factors the speaker considers in evaluating his communicative goal are shown bv
questions called inquiries inside of the chooser that is associated with each system. A

choice alternative in a system is chosen according to the responses to one or more of
these inquiries. It is these inquiries that we have implemented.

Our implementation of Nigel's inquiries, which uses the connection and scope

structures with the NIKL upper structure. is fairly straightforward to describe. Since

the logical forms reflecting the world view are in the highest level of the NIKL model.

the information decomposition inquiries use these structures to do search and retrieval.

With all of the predicates in the domain specializing concepts in the functional systemic
level of the NIKL model, information characterization inquiries that consider aspects of
the connection structure test for the truth of appropriate PENNI propositions. The

inquirie" that relate to information presented in the quantification structure of the
logical form search the scope structure. Finally. to supply lexical entries, we associate
I-'xieil ellrie, with NIKI, concept,, as attached data and use the retrieval melhod-s of

PENNI ciid NKL to retrieve the appropriac iv. .
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Besides the tvchnology (fescihled above. work ha., been done oil aspects of discoim',,,

modeli ng. Tli,- inieluded a st uly of ofject description am I a initial noui phira-e
planner.

In order to produce the sorts of larger texts that are needed in a ITser Assistance
facility, work is undcr way to apply Rhetorical Structure Theory to text planning. We
have developed a procedure that can design structures for paragraph-length texts given
information about the text goal and communication situation.

9.4 IMPACT

Among the research objectives of this project are to provide a useful and theoretically

motivated computational resource for other research and development group-; and for
the com)utational community at large. and to provide a text-generation system that

can be 1lsed routinely by system developers. It is our intention to make Penman
availalble to other research projects as it is further developed. This "reusalbility" is
possible because of Penman's domain independence: Penman offers a foundation on
which to build many types of' natural language interfaces.

Toward the end of sharing tile Penman system. we believe that publishing the resuilts,
of our research and demonstrating the system as it develops are of primary importance.

In January. Penman came to first fruition, generating a collection of sentences in the
mail and calendar domain. A paper describing the modeling, logical representatim,.

and generation process will be presented at the Ak conference in August. Penman
was demonstrated at the confence of the Association for ('omputational Linguistics. the
primary conference of our community. at ('olumbia University in New York ('itv in
June. In addition. we have begun to write documentation for the Nigel grammar. with

the intent of eventual distribution of the system. As Penman develops as a system, this
type of demonstration will become more common. and we intend to collaborate with

other members of the community for the purpose of using Penman and Nigel in a
variety of domains.

9.5 FUTURE WORK

In the next phase of the work. we will turn our design into a working system.

Table 9-1 shows a series of independent sentences. illustrating the level of performance
for which Penman is being developed. In the absence of a naval knowledge base. we are

testing our ideas on the Consul knowledge domain of computer mail and calendar- (51.
We have arranged and labeled the sentences to show how they might enter into
computer datal,ase dialogue. Paraphrases in <brackets> show corre.ponding sentence,
of the Morl tliat will be generated from Naval domain knowledge.
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Table 9-1: Sentences from Penman

1. User: What is the read status of the message which was sent by Jones?
<What is the readiness of the ship deployed by CINCPACFLT?>

2. System: Message 40 is unread. <The Nimitz is C4.>

3. User: Are any messages which were sent by Jones in the tape file? <Are
any ships deployed by CINCPACFLT in the Atlantic fleet?>

4. User: Are any messages which were sent by Jones in the old ISI tape file
which Smith has? <Are any ships deployed by CINCPACFLT in the new
battle group which Spivak has?>

5. System: Yes. <Yes.>

6. System: Do you want me to display the read status of the messages? <Do
you want me to display the readiness of the ships?>

7. User: No. <No.>

8. System: There are messages which were sent by Jones. <There are ships
which were deployed by CINCPACFLT.>

9. System: However. the tape is in use. <However. the battle group is en
route. >

10. User: Show me Message 40. <Show me the JFK.>

11. User: Did Smith send any messages? <Did the JFK send any CASREPs?>

12. Isysteln: Message 45 was sent by Smith. <CASREP 45 was sent by the
JFK. >

13. User: Did Smith schedule his meeting with me in New York? <Did the
JFK schedule its port visit in San Diego?>

14. wystem: Yes. <Yes.>

15. User: What does the window show? <What does the map show?>

16. System: The window shows a message which was sent by Jones. <The map
shows a sail plan which was sent by CINCPAC.>

17. System: The window shows a request by Jones. <The map shows a request
which was sent by CINCPACFLT.>

18. User: Did I create the window? <Did I create the map?>

19. System: The window was created when you asked me to display Message 50.
<The map was created when you asked me to display Sail Plan 33.>

20. System: You deleted the message, then you asked me to display it. <You
deleted Sail Plan 33, then you asked me to display it.>

Penman will be delivered to BBN, integrated into Janus. and demonstrated in an
extensive series of laboratory exercises. We hope to demonstrate the combined Janui
system early in 1987. This version of Penman will support coordinated English inpul
and ot1lput. parmiphrasing. and u,r assistance. In addilion. %%e iniend to eginli the
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implementation of a system to plan multisentential paragraphs in the near future. This

is a logical next step in the evolution of Penman, from sengle-sentence generation to

providing full-fledged text generation.
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10. COMMERCIAL MAIL
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Dale Chase Manon Levenberg
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10.1 PROBLEM BEING SOLVED

The evolution of large electronic mail systems testifies to the increasing importance of
electronic mail as a means of communication and coordination throughout the scientific
research community. These systems include the DARPA Internet mail system, the GTE
Telemail system. the MCI-Mail system, and the IEEE Compmail system. Until now
these systems have operated autonomously. and no convenient mechanism has existed to
allow users of one system to send electronic mail to users on another system. The
Intermail system. developed by the Internet Concepts Research project at ISI.
demonstrated a mail-forwarding system that allows users to send electronic mail across
such mail system boundaries. The Commercial Mail project will convert this system
from a research project into a commercial product.

10.2 GOALS AND APPROACH

The most significant limitation of the Intermail system is its inability to handle
forwarding to more than one "other" mail system in a single interaction--that is. each
message can be delivered to only one other mail system. We will eliminate this
limitation by introducing a new syntax for addresses. Any number of addressees may
be specified on any number of "other" mail systems. This will allow users on "other"

mail systems to be included in mailing lists along with DARPA Internet recipients.
UUCP recipients, CSNET recipients, etc.

It is presently possible for DARPA Internet users to communicate easily with users of
both ULTCP and CSNET via cooperating hosts that maintain connections with these
communities. Addresses are specified in the local syntax of each of the three systems
and conversions are handled by the forwarding hosts. This is the way we intend to
have the commercial mail forwarding facility function. This is a relatively easy facility
to provide on the DARPA side, where the address syntax is well understood, flexible.
and the entire process will be under our control. On the commercial side, we will
continue to use the techniques developed by the Internet Concepts project, which use
forwarding information embedded in the text portion of the message. Our conversion
system will. however, make it possible for DARPA Mail recipients to reply directly using
existing DARPA Mail composition programs.
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10.3 SCIENTIFIC PROGRESS

Vpon the successful development of the Intermail system, the ISI computer center
software group was tasked to build a robust, production-quality, operating Commercial
Mail Relay (CMR) system. This system currently bridges the GTE Telemail system to
the Internet. The current CMR system software runs under 4.3 bsd UNIX with full NTS
support. Production versions of the software are running on a VAXStation I, q
Microvax, and a VAX-11/750. The current system that interfaces to the Telemail
system simulates a human by using a terminal to enter the Telemail system.
Negotiations are under way with GTE to update their software to allow direct computer
access. Because the GTE system assumes that a human is entering the system, mail
errors (such as misaddressed mail) are handled in a very verbose format. This makes
error handling in CMR very challenging. We currently handle some failed mail
situations, such as incorrect commercial mail system, incorrect commercial mail user
name, and incorrect commercial mail host, and we plan to include others.

In its first year the Commercial Mail project spent a great amount of time evaluating
the structure and internals of the Intermail research project software, and building tho
foundation of a commercial product. During this development time, numerous
demonstrations of the system were given, enabling researchers at ISI to give the
Commercial Mail development team positive feedback on the development of the
system. The Commercial Mail development team also developed a systems specification
document. Work continues on refining and expanding the Commercial Mail system.

10.4 IMPACT

The availability of high-performance personal workstations and dedicated special-
purpose processors, and the preference for these machines by researchers, have made the
acquisition and operation of large mainframes capable of providing reliable mail service
unacceptably high. Since most of these research machines cannot provide mail service.
the Commercial Mail implementation will allow the users of these machines to remain
accessible to. the rest of the research community without having to individually
maintain two distinct computing facilities.

The availability of a reliable high-capacity bridge between commercial mail system,
and the DARPA Internet will provide better communication among contractor".
especially those involved in the Strategic Computing Program who might otherwise be
denied convenient access to colleagues.
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10.5 FUTURE WORK

ISI will continue to update and support the CMR system. Over the three-year contract
period, we will add software to the system that will allow mail to be relayed from the
Internet to ONRMail, IEEE Compmail, NSFMail, MCI-Mail, Compuserve, GENIE, and
AT&T Mail. ISI will also provide the following enhanced services:

o negotiate better billing procedures from commercial networks

e negotiate the implementation of new machine interfaces with commercial
mail networks

9 improve systems reliability

* implement software that will allow faster file transfer
e improve systems accounting

* maintain a list of known bridges to other networks such as BITNET.
CSNET. LUUCP. and Usenet.

The improved systems accounting software will include the facility to recharge costs to
remote sites that use the C'MR system.

ISI will develop software for IBM-PC-type computers and Apple MacIntosh l-type
computers as part of this contract. The PC Mail software will be designed to allow
access to a commercial mail system from the PC' directly via modem or through a
UNIX-based CMR system. The interface to the UNIX-based CM1R system will be via
Ethernet TCP/IP connection. The PC Mail software for IBM-PCs and Mlac Ils will be
similar to NIH-based mail programs that run on the SUN workstations (for example.
VNfH and -.\). Systems that interface to a UNIX-based CMR system will use the Post

* Office Protocol for mail transfer. One strong point of this design will be that the P(
Mail software will be based on the Epsilon editor, which is an implementation of Emac,
for the IBM-PC. Emacs is widely used within the DARPA community and will enable
users not familiar with MH-type mail systems to access a very powerful mail system
with minimal training.

0
Commercial mail systems have been designed with the idea that the typical user will

interface to it with an IBM-PC-type computer that has terminal emulation software and
file transfer capability. This type of system allows users to access their mail and send
mail to other users while being charged for connect time. We believe that the majority.
if not all, of the file editing and mail message review process can be handled locally on
the PC and that the user need only connect to the commercial mail network for sending
and receiving mail messages, turning the commercial mail network into a pseudo mail
server. This will directly lower user costs. because users will be charged for significantly

* less connect time by the commercial networks: it will also give them access to more
powerful editing and mail management software. Commercial networks will not evolve
to this type of Architecture. beeauie they make their money on connect time. Anotlher

0
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advantage to having the majority of mail processing done locally is that message- can
be queued up during the day and sent to the mail network in non-prime-time hour,,.
lowering systems operating costs even more.

Once this software is developed, ISI will serve as a distribution center for outside
agencies that would like to use this type of mail relay software. This software will be
supported by a full set of user documentation. ISI will maintain an electronic mailbox
that can be used by remote users to report bugs, problems, etc. ISI will also distribute
the CNMR software to other sites that run 4.3 bsd TNIX.

4
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11. COMPUTER RESEARCH SUPPORT

Director: Ronald Ohlander

Technical Staff.

Software: Hardware: Operations and Network Services:
Dale Chase Daniel Pederson Stephen Dougherty

David Bilkis Val Fucich Walt Edmison Vicki Gordon
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Rod Van Meter Toby Stanley
Craig Ward Christine Tomovich
Tom Wisniewski Mike Zonfrillo

Support Staff:
Manon Levenberg

Nancy Garman
Pat Thompson

11.1 PROBLEMS BEING SOLVED

The Computer Research Support project is responsible for providing reliable
computing facilities on a 24-hour, 7-day schedule to the ARPA-Internet research and
development community. At the same time, the project makes available to ARPA-
Internet users the most current upgrades and revisions of hardware and software on the
supported machines. The project provides continuous computer center supervision and
operation. and a full-time customer-service staff that is responsive to user inquiries.
This project primarily supports a major computer installation at ISI's main facility in
Marina del Rey, but shared staff within the facility lends infrastructure support to ISI's
internal research efforts.

11.2 BACKGROUND

ISI provides cost-effective and key computer support to researchers at ISI, DARPA
contractors and affiliates, and the military services. In addition to providing raw
computing service on TOPS-20 to members of the DARPA research community and
DARPA itself, 181 alko originally developed and provided and/or now helps to support
many additional matiire software packages for the entire ARPA-Internet communil y.
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including text editors (XED, Emacs). mail handlers (Hermes, MSG. SNDMS(. MM).
compilers (PASCAL. (. FORTRAN, COBOL, NL-('RO. BLISS). language environments
(Interlisp. Mainsail, Ada). and network access tools (Telnet. FTP, SMTP).

ISI has built a reputation for excellence and efficiency in both experimental computer
services and production services, and has repeatedly demonstrated its continuing high
standards to users while maintaining a relatively small and expert staff. ISI provides
guidance to DARPA on what constitutes a sensible load for a TOPS-20 host, and also
provides management control to ensure an adequate level of support for the DARPA
user community.

ISI has also shown itself to be extremely proficient in the realms of network. access.
and host security, successfully walking the fine line between protecting the interest- of
the community and having that security be an encum)rance to the user community.
Security involves a number of access controls and. perhap, more important. it includes
protection schemas. password encryption checkers. password breakers/testers. and
monitoring demons that can be activated when a problem is suspected.

ISI and its current research projects have benefited substantially from in-house
competence in computer services, particularly as the original support of the
TOPS-20/DEC-KL environment has widened to include an eclectic and complex
collection of hardware and software architectures. The staff of the ('onputer ('enter
has grown in expertise and maturity to meet the demands of this wider collection of
equipment and software, while the total head count of the group has been reduced.

With the continuing evolution of computer workstation technology. ISI expects to see
a decline in the demand for network-based, interactive, timesharing cycles as users move
into workstation/local area network environments.

11.3 GOALS AND APPROACHES

The ISI Information Processing (enter provides support in four distinct, though
tightly interrelated, areas: Hardware. Systems Software, Operations, and Network
Services. The overall charter of the organization is to assure that the needs of the user
community are addressed and protected as efficaciously as possible. To achieve this
end. each group is concerned about the effective use of the machines and software tools.
and about the security of the physical plant, the system files, and other online
information. The more specific goals and approaches of each group are summarized
below.



0 111

Hardware

To achieve a reliability goal of 98.7 percent scheduled uptime. preventive and remedial
maintenance responsibilities have been assigned to an in-house computer maintenance
group. This group provides cost-effective 20-hour, 5-day on-site coverage and on-call
standby coverage for after hours. To maintain the reliability goals, preventive
maintenance is very closely controlled, and online diagnostics and analysis are
emphasized. A primary component in the reliability and availability of the hardware is,
the physical environment in the computer facility itself. Accordingly, significant time
and resources are expended in ensuring that the best, most cost-effective environmental
controls are at the facility.

System Software

The software group's overall goal is to install and maintain, at maximum reliability.
ISI's VMS. UNIX. and TOPS-20 operating systems and applications software. In order
to accomplish this goal. the group provides 24-hour, 7-day coverage to analyze system
crashes and to provide appropriate fixes. In addition. it is the group's responsibility to
install, debug. and modify the latest monitor and kernel versions. and the associated
subsystems. available from the vendors.

Operations

The operations staff is responsible for operating the computers and watching over the
systems and the environment. Operations at the facility runs on a 24-hour, 7-day on-
site schedule. One of the primary responsibilities of the group is to provide protection
and backup for user files in order to ensure the integrity of all data. This goal is
achieved through a variety of means, including regularly scheduled full and incremental
backups of all systems: permanent archivals of requested or infrequently accessed system
and user files; magnetic tape storage and pointers to all information extant at the time
of removal of directories from the various systems; and, perhaps most important.
redundant offsite storage of all significant information active on the disk structures or
existing on tape within the facility.

When a problem occurs, the on-duty staff isolates it and takes appropriate action. On
the night and weekend shifts, the operations staff responds directly to user inquiries.
Proper training, experience, continuity and familiarity with the environment are
especially stressed.

Network Services

Network Services, the ISI customer-service group. provides a two-way communication
link between the users and the rest of the support staff. This is accomplished by
maintaining a 12-hour. 5-day on-duly staff for prompt problem resolution and rapid
information exchange. both on-line and I)y telephone. The group offers introduclory



112

training in the use of hardware and software tools available on the ISI systems. as well
as providing documentation for new users of the Internet. Network Services also assists
in the formulation of user training programs for large. Internet-based military

experiments at. for example. the Strategic Air Command. Offutt Air Force Base.

Nebraska; the Naval Postgraduate School, Monterey, California; and the Systems

Design Center at Gunter Air Force Base, Alabama.

Appropriate documentation is constantly being generated and distributed to individual
users, as well as to remote user-group liaison personnel: this documentation ranges from

simple. beginner-level explanations to more technical information suitable for
experienced users. In accordance with ISTO guidelines, the customer-service group

provides regular accounting data to DARPA.

11.4 PROGRESS

The past year has been a successful one for the Computer ('enter. Average uptimes
were 99+ percent. and several major transitions have occurred smoothly and--more

important--with virtual transparency to the user community. The most significant
transition over the last year was the move of the users of the ADA Joint Program Office

from the USC'-ECLB machine to ISIF (which was in turn renamed to ADA-20.1SI.EDU).

The renaming of all 1S1 hosts with the new domain-style conventions was also

accomplished.

Hardware Additions

Over the past three years. the 18,1 Computer Center has undergone a major change in

direction. Previously dominated by DEC PDP-10 computers. the facility was a
comparatively simple support environment consisting of a uniform collection of

hardware and software. The current collection of equipment reflects the New

Computing Environment project plan of moving toward personal workstations and rear-

end servers. The new collection of systems is a substantially more complex support

problem involving three local area networks (in addition to the ARPANET/MILNET

connections), twenty different main processors (some of which have evolved into

powerful. tightly clustered configurations with the acquisition in the last year of an

additional DEC' 8650 processor). and three major operating systems.

The Computer Center also houses and/or lends substantial support to the array of

personal computers (PCs). workstations, and symbolic processing engines acquired over

the last several years by a variety of projects. The Center assures that the filesystems
of these various machines are backed up and that Network connectivity (where

required) is'robust. in addition to physically hou|ing major portions of most IST system,.

The current list of major m lilt i u,,r pr)cessors. network server,. and suppor(,,i

i|Ilivilivil illwchiiu (ii ('. " orksi ntioI . al symbl)olic processillg co)liulel") foll(mws:
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Quantity: Manufacturer: Model: Operating System:
6 DEC* PDP-10 TOPS-20
1 DEC' VAX 8650 VMS
1 DE(' VAX 8650 UNIX
2 DEC' VAX 11/780 UNIX
1 DEC VAX 11/780 VMS
2 DE(' VAX 11/750 UNIX
8 DEC' VAX 11/750 VMS
4 BBN C-30 IMP UNIX

12 XEROX 8010 STAR/MESA
3 XEROX 1100 Interlisp based
3 3-RIVERS PERQ PERQ
17 SYN fBOLICS 3600/3640/3645/3670 QLISP based
I LMJ LAMBDA 2x2 QLISP based
12 TI Explorer QLISP based
10 HP Bobcat UNIX
15 SUN 2/100.2/120.2/150 UNIX
15 SUN 3/50.3/110,3/160 UNIX
40 IBMI PC/XT/AT MS-DOS

A map of the major pieces of the current local hardware configuration is shown in
Figure 1-1.

System Software Enhancements

During the past year. one of the major efforts continued to center upon making the
above collection of hardware more compatible from a software point of view. Part of
the work involved continued development and debugging of TCP/IP for the various
operating systems as well as writing and installing new software for hardware that had
either no TCP/IP at all. or no other robust method of communicating with the other
systems. One of the most notable of these efforts continued to be on the IBM-PC(.

Of equal significance has been the integration of the SUN workstations into the
environment. The acquisition of a large array of grant equipment from Texas
Instruments and Hewlett-Packard into the environment has also had a substantial
impact on the researchers at ISI and on the support staff.

Other significant development work over the last year included accounting systems
enhancements on TOPS-20. upgrades to the accounting systems on UNIX and V,11S.
and numerous upgrades and bug fixes made on many System and user subsystem
programs and utilities.
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11.5 MILITARY IMPACT

* 1S1 is perhaps the finest university-based research center promoting the sharing of
software resources within the DARPA community: it assumes responsibility for
providing support to key DoD community personnel so as to demonstrate the great
utility of the ARPANET and MILNET resources. The effective and rapid transfer of
information, electronic mail and other data, and computer programs and tool+

* illustrates. on a working daily basis, ways to enhance military efficiency. Specific
technology transfer of relevant research to the military is heavily dependent on the
facility.

ISl's computer center provides ARPANET/MILNET cycles and support 24 hour, a
day. 7 days a week to the Strategic Air ('ommand. Naval Postgraduate School. Gunter
Air Force Base. Office of Naval Research. and the ADDS Experimental Test Division at
Fort Bragg. N'. a, well as to the contractors, researchers, and administrator-, of
militarily significant research coordinated out of the DARPA office in Washington. ).(.

0 In addition to supplying machine time and directed Network Services support. i hi-
project continues to provide substantial additional support in the following areas:

9 General accounting information as needed for workload analysis on the

various machines.

* 9 Rapid response to user requests and problem reports.
* Tailored security awareness, and manual and automated tracking.
* \laintenance and upgrading of electronic mail system software, shared online

bulletin boards, an(d other specialized communications and file-transferral
progranis.

* 9 M1aintenance of approximately 2500 user directories (as well as hundreds of
support and overhead directories) on the TOPS-20 machines used by the
DoD and affiliates.

11.6 FUTURE WORK

The Computer Research Support project will continue to provide computing service to
the DARPA research community, provide and support software packages for the ARPA-
Internet community. and offer a program of technology transfer and user education
through the Network Services group.

Some specific planned activities for the next year include the following:

* The final phasing over of local ISI staff to the NCE (New Computing
Environment). resulting in the potential freeing up of the last TOPS-2(0
resources to the wider military community.

" lic4allation of new procedures and support for acquisitions of the N('E and
other l).ioects at 1Sl. This will include potential new products (either
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purcha.sed at DARPA direction or via grants) from the following vendors:
Hewlett-Packard. Texas Instruments. SUN Nlicrosystems, Symbolics, Digital
Equipment Corporation, and others.

" Installation of new releases of VMS. UNIX. and ULTRIX on our VAX
computers.

* Installations of new releases of UNIX and other operating system software on
ISI's other host computers and workstations.

" Installation of portions of TOPS-20 version 6.0 through 6.2, which will be of
use to the ISI user communities.

! 4
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12. DARPA HEADQUARTERS
SUPPORT CENTER

Research Staff:
Dan Pederson

Ray Mason
Dan Trentham

12.1 INTRODUCTION

In FY85. a small support effort for ISTO in the form of SUN servers and a small
conference room for Strategic Computing meetings provided the genesis for the
Washington Office and Remote Mfaintenance projects. These projects blossomed into
a fully operational computer room (serving both ISTO and MIS), a large conference
room. and remote maintenance services for this facility. As the Remote Maintenance
an(l Washington Office projects are very closely related, this report will address both.

12.2 PROBLEM BEING SOLVED

The DARPA-ISTO offices in Washington, D.C.. require a small computer facility to
support an array of workstations that provide management. project managers,. and
support staff with CPU cycles to communicate, produce high-quality reports, etc.
Herein lies the Washington Office project.

Accomplishing the above brings up the subject, of hardware maintenance.
Maintenance of such a small facility does not require a full-time maintenance engineer.
A,4 a result, other maintenance approaches were investigated. The problem being
addressed here. then. is maintaining hardware without a full-time maintenance engineer
on site.

12.3 GOALS AND APPROACH

ISI has set out to supply DARPA with a reliable computer facility that can be
maintained in a cost-effective manner. To meet this goal, ISI first surveyed DARPA
personnel as to what was needed and wanted in terms of computer power. With the
data gleaned from this survey, ISI's hardware and software personnel were able to
choose from the commercially available workstations. After much testing. SUN
Microsystems' workstations were chosen and installed.

With this installed equipment base. the next problem became cost-effective
maintenance of the computing equipment. The goal here %as a cost-effective, non-
iminned maintenance scheme. Using the coinnmunication, chnimmels availihle (the
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ARPANET, telephone lines, etc.), ISI set out to monitor and maintain the DARPA
facility.

12.4 SCIENTIFIC PROGRESS

In FY86, ISI installed two major computers at the DARPA facility: a VAX 11/780 to
be used as an ISTO planning system and backup file server, and a VAX 11/750 to be
used as a file server for the twenty SUN workstations already on-site. These systems
both run Berkeley 4.2 UNI-X software. The two existing local area networks (LANs). one
for MIS use and the other for ISTO, were extended to allow more users. ISI also
installed eight additional dial-up lines and modems for use by the MIS group.

Bolt Beranek and Newman, Inc., replaced the LSI-11 gateway with a Butterfly
gateway, which provides greater throughput. This gateway provides an interface
between the Ethernet and the ARPANET. On the MILNET side ISI installed
additional power, and hardware for more conditioned high-speed lines.

IS iiox has comprehensive remote monitoring capabilities for the DARPA facility.
The Sparton remote device monitoring multiplexor system allows ISI technicians to
monitor the DARPA facility's temperature, humidity, electrical power, halon system.
VAX 11/750. and V.AX 11/780. It provides immediate notification of power outages.

changes in temperature or humidity. halon problems, or VAX system crashes. In order
to provide 24-hour-a-day observation of the remote site, we have designed and
implemented a system to capture video images at the remote site. transfer them in a
compressed. digitized form over the ARPANET to ISI, and display the images on a

monitor. The system consists of a standard vidicon camera, an IBM-PC at either end.
each equipped with digital image processors and Ethernet interfaces, and a standard TV
monitor. The software to drive the image processor was developed locally. The
network software was built on top of the MIT TCP/IP package for the IBM-PC. using
a simple protocol developed expressly to control the packet transmission. The
monitoring system has been in service successfully, providing three views of the DARPA
facility on a rotating basis.

12.5 MILITARY IMPACT

Remote maintenance would be of value in many small computer sites that do not
require a maintenance engineer. Hardware/software maintenance is, however, required
at any site. The problem, then, is to provide support to a small site in a cost-effective

manner. The most common solution is to purchase maintenance agreements from the

vendors involved.

Nliiti-vendor maintenance contracts can he relatively costly. Response time is anotlier
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consideration, especially for sites not near major metropolitan centers. Maintenance

personnel must sometimes travel great distances to reach such sites, causing long
downtimes for the affected equipment. There is also the problem of "finger pointing"

in such an environment, where vendors blame one another for problems of a more

difficult nature. Security is also an issue, as each site must be accessible to its

maintenance personnel.

Remote maintenance for these sites would allow the handling of many routine
hardware/software problems from a remote location. In theory, such an approach
would save both time and money by providing highly trained technical personnel in a

central location, ready to handle problems as they arose, and doing so remotely
* whenever possible. Such personnel would always be available in the support center.

thus cutting response time to virtually zero. As support personnel would be used by the

remote sites on an "as needed" basis, maintenance costs would be held to a minimum.
Remote maintenance would assume total responsibility for a given site. eliminating
"finger pointing." Security problems would also be held to a minimum, because most
problems would be solved remotely. in conjunction with on-site personnel. Some severe

problems would require a central support person to travel to the remote site, but these

instances would be rare. In such cases, where parts were needed. the primary support

site would be able to furnish parts from a large store, thereby significantly reducing
downtime. Another advantage of remote site maintenance is that the supporting facility
can provide around-the-clock surveillance of the remote site. Such observation reduces

the need for after-hours operators.

12.6 FUTURE WORK

Because of the close relationship between the Washington Office and Remote
Maintenance projects. they will be combined under the name DARPA Headquarters

Support Center. This project will complete the preparation of the DARPA facility. ISI

will establish maintenance contracts and schedule preventive maintenance of existing
equipment. Additional electrical power will be installed as needed. ISI will make new
cables for the long-haul modem cabinet to allow the doors to close properly. A local

modem security system will be installed on the VAX dial-up lines to prevent
unauthorized access to the ISTO VAXes. Emergency procedures will be finalized and
documented for the facility and will be made available to relevant DARPA personnel.

Finally, the problem of water condensation on the computer room windows will be
solved. Two plans are under consideration: 1) installation of double-pane windowq

(cost:--15N). and 2) complete insulation of the computer room (cost:-7.6X).
Consultants have recommended the latter solution, but no determination ha, been

made.
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Remote maintenance plans include a central communication point for selecled
equipment. This communication point, or Control Switch, will provide a consolidation
of remote communication with the DARPA facility from IS1.

The Control Switch is a DEC uVAX 11 with eight RS-232 communication lines and an
Ethernet interface. The eight communication lines will be connected to the following
equipment, with the uVAX providing file capability, gateway communication capability.
or both:

* a DEC VAX 11/750 system used as a file server for the SUN workstations.
Comn;-nication with this system provides remote console capability for file
system maintenance and remote hardware diagnostic service of the VAX
11/750.

" a DEC VAX 11/780 backup file server and ISTO planning system.
Communication with this system provides the same capabilities as for the
VAX 11/750.

" a Sparton remote device monitoring multiplexor. Communication with this
system provides for communication of environmental data and VAX system
statuc information to the central monitoring site (ISI). This includes
temperature. humidity. power, and halon data, and crash alarm status for
the VAXes.

" an NCS card key system, which regulates access to the computer facilities.
" a LeeMah Datacon) security system, which can protect ISTO and MI. dial-

up lines through the use of a password and dial-back scheme. The uVAN
will act as a communications gateway and a database storage source for the
card key and Lee.lah Datacom security systems.

Information to and from the remote monitoring site will travel through the
ARPANET. an ARPANET/ISTO LAN gateway, the ISTO LAN. and to and from the
uVAX. A second path between ISI and the uVAX will be a dial-up line that will
provide backup in case of failure of either of the networks, or if network loading makes
response time unacceptable. See Figure 12-1 for a schematic of systems and
communication paths.

The uVAX will also monitor the ISTO LAN and will assist in isolation of problems.

Additional power will be installed for new equipment, maintenance contracts will be
negotiated, and additional facility work required by ISTO will be done.
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aintienance of equipment in the I'acility will consist of the following:

PoNer ditribution unit (quailerly). This will iuiclude checking for grounding
pro1 dems, verifying that the unit sint, dowii pr()perly. tightening all
hardware to ensure proper connections, and reviewing new need., for
additional power cables.

*'ecurity systems (quarterly). This will include checking door locks for proper
operation. tightening all electrical connections at the doors and control
boxes, verifying that the door security and modem security databases can be
down-line loaded, and verifying proper modem operation for remote access
to the systems.

* INTO VAXes (quarterly). This will include changing filters, verifying power-
supply adjustments. checking disk drives for amount of soft errors. checking
tape drive, checking CPU memory for soft errors, installing FCOs to ensure
that systems are at the latest revision levels, and installing diagnostics
updates.

* Computer room cleaning (quarterly). This will include thorough cleaning
under the floors, complete wipe-domin of all equipment. and thorough
cleaning and waxing of the floor tiles.

* Halm and fire alarms (quarterly). Thi,, will include verifying proper pressure
of halon bottles and halon fire extinguishers, and lesting the main control
panel and the abort button.

* Air condit ioning units, both computer room and conference room (monthly).
Thi- wiji include changing flilters. cleaning pans. checking freon level,. and
checking the condensers on tie roof.
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13. EXPORTABLE WORKSTATION

SYSTEMS
Re8earch Staff: Support Staff:

Dale C'hase M~anon Levenberg
Jim INoda Ray Mlason

Dan Trentham

13.1 PROBLEM BEING SOLVED

The use of dedicated. high-performance workstations and associated fie servers offhr',
siib-tantial advaintage-. over terminals connected to time-shar-ing mainframes. Theevr
in creasing availIab1ili ty of int egrat ed soft ware envi ' inent s has, greatly faciiltat ed ih
11inaageml~ent and t racking of comlex cont racts and budgets for D.ARPA'srgrii

ISIl provwides DA-R PA/ISTO with the sy-stems, inst allation. conflguration, amd(
nianagement expertis'' to si(cess.fully integrate new workstations and soft war-e into ihe
ISTO coim~iting environment.

13.2 GOALS AND APPROACH

The prinmry goal of' this project was to inst all andI slppl' worksi ation environitit

at the DARPA-ISTO off'iec, in Arlington. \Virgini. T'his eivir-onjinen i, al,( intenih-d

topro vidle a test I ed for several other- concei tts and faci lit jes. The envi nmtuew it

con1figured to accommiodat e a var-iet v of workstation mf iodl with va riing c:q)iilii'.

T lii con figm- at ion i ~i'ovides a mini in i set of sci-vices on each w\orks ai)tint Iodl

* documi nent priej )arat ion

* mail hiandlling

* file stoJrage and mani )lat ion

" administrative activities (strealslieet's. calenchi i'. etc(.)

These SCI'vi ces a i'e provid cd eithl, dIirectly o n tw li' oi'k ati )ns. ( )r on t lie cei :

serve!''e (a \*AX- U /750). All of the woi'kst atioits ai-r cofnlh'ted to a local Et licrnet :iti

1the ARRAL-Int e,'nei vis a BBN-in aint ai ned gale\" ay . and I v eq 'i~vmalent ctadI on ii.

\'.\X Ihat f'iuiictions. 21' a gateway in thc event of fail iii'i.

'To provide t li I).\RRA- lTO() programl mlaiiAger- \ith Ii lint exioslirc to) deli\' Il,
ftwI~gn%';*,. \%( \ ok closellN \iit IIlie, dcve+~lope at t)iIer'I k '.\sjniit l 'iti I
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13.3 SCIENTIFIC PROGRESS

Over the last few years. ISI has been the primary supporter of the compilt inu,

environment at D.ARPA/ISTO. We have installed numerous Si.N Mlicrosystems. Inc..
work.t ations. upgraded the VANX file server at ISTO from the 11/750 to the 11/780.
maint:-tined andl upgraded the SUN Operating System as new% versions have beell
releaed by SUN. and installed, upgraded. and maintained numerous high-resolution
laser printers and printer software. In addition to the standard I'NIX environment that
SUN plrovides with their workstations. we have purchased and installed various third-
party ;software systems for ISTO's internal use. These packages include spreadsheet
software such as Q('alc and NQ('alc. integrated document preparation systems such a,
Scribe and Interleaf. text editors such as (Gnu Emacs. and database management
system, such as Ingres and Unify.

A ,ignificant part of the ISTO support effort ha, been to customize software package-
usel at ISTO to meet their operating reqliremelt,,, 1Sl has worked to modify the MNIN
mail package from SRI to meet ISTO need,. customized the Interleaf documenl
processing svystem. modified certain feature, of public domain ,oftware used at I.STO.
and customized the laser printer driver soft ware to fit the computing environment. IsI
ha, al,,o served I.STO in an advisory role for evalualion of new s)ftware packages and
new t.chnologies.

13.4 IMPACT

The,. early aceeptance of the workstation- inowl in place at ISTO and the ease o)f

adoption by previous users of time-sharing systems clearly demonstrate, the
ap)li cibility of this ne- technology to office and administrative environments. This
project has created considerable interest among our other user communities. military\
contractors in piarticular. as a means of providing increased .omlulatiomal capacity anI
enhanced functionality.

It is clear that dedicated personal work ,tations are superior it) remote time-shared
resources. The major advantages are greatly increased responsiveness of the systenm.
elimination of delays caused by the Internet. and enhanced functionality available by
virt, i of the large format display and mouse pointing device offered on the workstation.

Th,. ability to integrate allitional workstation models into the environment. allowin
then to function in an integrated manner. will great ly enhance the portability andI
tran ,i'r potential of research effort, Ibeing catried (mt by mo,-t of ilie DARPA-slonsor, I
grot)lpi,- around I he country. 'rhe spoliors m ill th. ale to ruin1 the developed sofl-are on
ideii,-al harld%:ure \\itl()lt alitm tor it to hc 1) I, latl)C, to aotlft. -,"telll.
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13.5 FUTURE WORK

ISI %Nill (OtiIit( to iiia11iii at. suIplort. and (-'tihacille -tlota~-l ()ipiijiti enviromnei

at I STO witli additional soft wnre targeted at mnan agemtient reqirem ients. andi neAN

hard ware and systecm upgrades as ISTO person nel and operational requiremnt s chanige.

151 wvill inst all new workstations, assess the ability of new wvorkstation softwvare to) meet

ISTO requirements. investigate alternatives to the current VAN file server (whose(m
function call be assuiedl by current SI N file server technology). andl continlue to

upgrade and refine the computing environmient's net work software. Becaus e the

conmput ing enviroinments at ISI and ISTO are very similar. 151 will be ab~le to test andl

experiment with all hardware and software upgrades to the 1NTO computer center

locally before Installation at DARPA. This will ensure minimial downtime at ISTO for

future upgrades. Many of the software updates will be installed directly over thle

ARPA NET. allowing- tb hup'I da te proce-ss to )cvmi wit houit disrupIt ing any of' thle syt emsl

o)perating requirements atl ISTO.

1I will design. deliver. integr:tt e. and custo)mize softw"are inl lie IS TO coniput ing,

envi r a ilnnt that will allow (o)umnent int erchiange b et ween documinent pr )e"st U g

packages suchi as liiterleaif. spreadsheet software, and database software packages. The
design specifications for this document Inuterchanige so't ware will be developed will)i

IST() ain will Ihe subject to a p)re-'lelivery design review. so~t ware will also be delivered

o 1STf( t Iiat will a Ilow (0cumiew1 deveo )pe( using the Interleaf docuen et pr( ce-oim,

systeci to he intereli ang(, e itNween SA ~ onkta o) Apple NIacI ut osh 1I. anid 113N I-PC'

P-1 w~ill maintain all hati-,ware equlipmnent. It' a llrobleni (Iccurs. the IIheadquarer-

)p erat i( ), staff will take immin4in c t actio n to) reiiot el correct thle 4ituat ionl. If he

problem i requires act ion 1 ca to D lARPA headIquart ers, il lie si-ite t edhiicianl will be

inminediatecly inotified andI futher 't ep s akeni to( resolve tli o prob leni. It i,- expict ed Ii al

inl 95 percenit of the( caIT.core ive aIction will be aciived wit hin I to 3 houirs. Ill

those rare case, where proh lemn res( Iwi( go( es eyond thl a t timen because of lack of

a ippor(I ia te spare parts o)r Oil-site skills. parts and1(/or tehinicia as will be dis1 at cie 1

fr-om lSI within 21 In airs Tli" st rat egv is extrenivly effective because of the

eombiiitioii of v'ery reliAble eqiiipmnint. remote nmonitorinig. allmi o-sit technician, the(

hirt'e I wlac tp of spare pacIlt s and inl-deptiil ex I ert is" avail I ile uponl short not ice fc aiiI) I

Over ill(e years. 15S1 bias ' eio ttmitItat tHev cosiJ- of thi'. si ra Iegy are la r. less t Iian tile

(.()t ofr pro)curilig sellaratc f amtieite sucoiit racts,.

IS]51 lI-uppmort the DA\klA/lS'l'() staff \\itill a hot 1i ad cecitnmic lmnilboN\ for all
Inlqjiries. requests. Hind io ii rot..-ll tiessalges received frotti DAHP.A/'-I') will

kv e at'.'' r.' wit hia 24I 11 Hai. i ll, requIe'.t \\ill 1:11w( lon-- 11t ham 2-1 I irs 11( ) cO )iiplet

ii ~'I iit (A* 11 )I t he i I (6I\1 1 em phaoI 'o'tI le N\1 w i H tl l ' i t i l e cei1c All



incoming requests and inquiries xvill be tracked by 11s Action Accounting Sy~tini.
Every week. or requteste I period. Hi report stim maizing th 1wStati u (of eAch open I ST()

* inquiry/requlest wNill be s'ent to DARPIA/I1sTO. This repor-ting mnech a nim will tbe

couipled with the( Act ion Accounting System to provide DA RPA/lSTO por f

mannagers with quaility tracking information oni open IIaction item';.
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14. NEW COMPUTING ENVIRONMENT

Research Staff: Support Staff:
D~ale ('base Glen Gauthier

Jiml hoda Mlanon Levenberg
Ray M~ason

14.1 PROBLEM BEING SOLVED

For the past decade, the computational needs. of researchers in all areas of computer
science have been provided on large-scale timesharing machines. This is no longer a
viable approach. andl the availability of high-speed. dedicatedl workstations offer,

su I santial advnt ages ove tiesaing. ISI's two DEC maninframnes runin g TOP-'-2f)
are at full capacity and have become very (Ost a) tooprate. Additionally. they are not
cma aIe (X wuipporin W in~many of t he -urnnt an! 1Igno)oed resea rch efforts at ISI.

tsrechni iqutes, andv expect at ions (espeici adl in t he a rea of Artificial Intelligenice) havxe
advanced. general-purpose machines are no longer able to provide the style of
it eractio i and cai lhlit ies. in t erinq of t h rt igh put and address space. that are required
to ;IT)Ppojr Current research) efforat,,. The \C E project cornt inues to:

* Provide a very significanti iniprovetieiit in botIh the amount and quality of
avail a ide corn littin g reson rce, to the (wngOin g 141 reearch efforts through the
use, or dedicated personal mwkstnai jo s and hi gher capacity centriali zed
prore,,(or-s an 1( erver,.

* Prm xite for di verse a cees, in lwhds to t he ('Of)iflu Net of services.

" Fully suppo the use ofr special- pipow~ workst at ions a 1d( processors as
reqiii red byv inidivid ualI research project s*

" Fret uip capacity on the eximti ng in n fra nme b y offloadig some coi on
functions t o eii t ra server'.

14.2 GOALS AND APPROACH

The ISI research community is miiade up otf a dliverse Net of projects and] cultuire,. Iii
ordler to b est su pp ort a communiinit y with iwhcl varied needs, we dlecidled to impleiment a

het erogeineout s env iro~nmentI consisting of a v-ariety of person al worksta tions. dedic-atIet
snmall min nranes. a, d cont iniiing utse or' oii exist ing iiiesh a ing syst emn. The N\ -\

'oin ptn g r'lhvir i* 11ent wavs designied to) -)nsist or hoen paI ro cessi ng nodes ( workst atiO itn
and int11ill iti''' iaiitlrames) conuect t'd via :, lcal ntor WI()t a Net of cent ral Nlqrverl-. \

cert am iii 111,111 l)(.I of ftinlctions in tm11tI 1, avnail te too all niod e, in tiN elviron nerni
Mai~il . fil hmi liitit ti ( ac-eN- antiml iranY il ail I iivi r w'iimeti vit y (Jeowt ). I lit

4,i1 Vi r Itlit -II x 1- i It I by ilc ji lc And a I crx er' vot ':1k" ihe fi lie-gramitl df-li Fr' om

0111~i ~'t'~ I ~t NI 'ro~tI t ili t'li\* t attic It I H tI fb)l I\1it(m w hatI x t ti i
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p)articullar u1ser i,, on. unle-s t hey wan-t to. At minimumn. these services, should he

available via aiiN of sveral of' iiiniiicat loll medlia: local area network. Iuierniet. toil

o (h~dalIup accessq. The N(E p;jrovide,~ additional support as needIed I1t all()w\ low-',i id

wvorks tations, andl termiials on our m)ainframe, to use these service,- as easily as the ftilly*

cap~able workstations in the SU N. DLion. and Apollo class. Primlar * access; to tl)e-(e

services is via the DoD IP/T(P protocol suite, with some extension,, and enhancements

to sipport particular modes of interaction that are not yet supported (e.g.. ratndoi file

acless,- anld remnote procedure call).

The use of these services by our existing mainframes- has resulted in immediate

improvements for all u-sers. as many ('PU-intensive activities have b~een offloaded to1

* central servers. Miaking these services available from our mainframes also provides for
their use fromIl hlomle t ernn nak,. Access for these devices is via dia lup lines to ()Ill.

exis tinig mainiframes. orI to the server, themselves.

The following se-rvices are (or will he) provided to all nodes in the environment:

" centralized mail service

* cent ralized fi1le wervice

* document fo rmat ting

" higTh-quality printing

* coi I In Ii cat ionl-

* speciflizedl processing

\\ ifle thle pincipal in centive for the New\ Coinputing Environment was the sup]p ii

*111 ani t egrat ion o)f a dliverse set of dedicated personal workstations. noi everyone at hiS
reutulires this kim I of' hardware and capabilities. Until they have an act ual need i

niigrat e t heiri research efforts to wo(rkstations, there wvill be a signifIcant Ipopulat ion

('out (nt \\it Ii our exist ing mai nframies (N sand Aes. However, the enhaned
kfclities, off~recl y tHie provision of cenitralized servers also benefits this populatioil.

Thes~e enhancements i ke the fo~rm o)f increased accessi bility of files an I] mail. increasedl
reliabilit *x in termis of' both dat a integrity and security, and improvedI performance o)f

lie, existig mainframies due to the offlo)ading of CPU-intensive aJctiv'ities o h

dedicated servers--.

0
T)redluce the o)perti ijig all(l mainitenance otsof in-house computing, we have moved
gru S of sers from TOPS-20 to VA~es running both UNIX and \v~.The TOPS-2()

rc11citi v freef,, h\I tlihc'' trans-it b nis \\ill b e iiiade a vai In He to other PA I F PA Cnracus
:i- di-ern11inel by the program nianngf-ers at ISTO.

0



14.3 SCIENTIFIC PROGRESS

vi, min ii i i t ting resolicen t IS]. 8 DV:('\ 'A-N A650 . Nw, u i)atped to run Berkeley v
t'N1N. version 41.3. \\e installed a nlumlber o)f Sl *N-:3 workstations and file servers

purchased under the second round of NCE acquisitions. ('ozinectivitv with the Xerox
File Server mid Printer "as achieved using the XNS, support in -4.3 bsd U'NIX. A new
version of the TOPS-20 operating system wvas inst alled to support access to the Intagen
l aser lprint er, via the Internet.

The initial design and] development of a system that makes existing archived file,
available over the Ethernet to any other system was completed and successfully
inst Aled. Wor)ik also continued on the integration of the M\asshus Ethernet System inito
'm,,'-20. Once this, i-, completed. TOPS-2-ansed resources will he available onl the
local area net work.

\\'( rk al-so continued oil the Laser Disk Archive ,yst emi that will lbe used at ISJ and

I STO.

14.4 IMPACT

Our' experience with pers onal work;t ationi- has nmadle it cleat' that t hey represent a
w~eful alt eriittive to largye. timeshanred mainif'ra res for certain research acti \itie, .
sevcrall )r( )j ets wit hin the ist it ute have a Ilteadly moved the majo iit x of their vwk )rk
\(1rkst tions,. and have t herefore been ablde to cont i nue research tHant exceededI thle
ca Ip:wvit *v ()I (mii'l. i ir r s Thc timiely spprt provi ded I br different w )tksttilit

nioi I els Im a inicreasedl the aIcceptanlce of a dist cibh t ed niodl of cornI put at ionl.

.As the reihilil v of added facilities and of the entire environment are provenl atmI
We Off~er thle samle typ)e of environment to outsirle -otmtractor , via the Export al
\\'orkst tioti Systems p)rr ject . These t( prcoject-, corniine to pirov\ide an idealI
Inxi ronmmewn for developi ng and refining thle facilities anrd ciattitesthat arc beermi ing
ricreaisi ngl ' inport ant ill t he comminand anit con t rol con ext. Trhese capabilities inicluide
he hma id limri of redmi id ant (tat abases and t he imterr pera bilit of a diverse collect',on o'

liardl\%are.

14.5 FUTURE WORK

\V0' will idIr itify thle coinput ing nieeds for the t'rmainrider of the user commit ity vtha
has Yet to) iii:1ke the t tansition fronm centrali7,rl(unritc resour'ces to wor)lk-tatin'1 atuld

Itleti phll uonfIgirations, ;11tr pimiit'peets' to) iniet iliese \Vds e will 'l1o11dir\

-itbl'.1.( 1._ r Iolirmtot o1)lf ile locall area neti ll,\\(o[ t) optitiii netork traffic. To'( :d ill

I hi, It Ildv. \p.Liti 1to imtloetut11 alt1 eXtenlded( ItWor)Ik I cal'lf*1 :onlI\7ot 111 \a\will prov-ide
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The Li-er Disk Archive project will be completed and installed at IS'O. We Jklin I,
studay ai p roaches that will all remote Nvorkstations to gain access to network-I-w(e'i
re()Irce- via dial-up lines and high-speed ded icated finks.

We will also specify and implement a full-function mail service for IBM-P('s. The
service will be integrated into the local area network and will interface to Internet mail
services.
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15. STRATEGIC COMPUTING -

DEVELOPMENT SYSTEMS

Research Staff:
Ron Ohlander
Stephen Dougherty

15.1 PROBLEM BEING SOLVED

Using recent advances in artificial intelligence, computer science. and microelectronic,.
D.ARPA plans to create a new generation of "machine intelligence technology." Thle
DAkRPA- Strategic Computing program will he targeting key areas where advances! call
lbe lex erag~ed towards broad advance,, in machine intelligenc-e technology and thle
dlemonst ration of applications of thle technology to critical Ipro)lle.; inl lef ewise.

The St rat egic (oinput ing programi will b e suippo( rt ed by -, lechnlo(gy in1 fra t mlelilire-.
This infrastruict ure will serve to bootstrap the program by providlimn current ,tale-of-
lie-a ii computing technology, net work con)niunicat iol ;ina1(sae re-;oulres, to tile

se-lected program participant ,.

The nimi of this project i: to provide development com 1)111er, for rthe St rat egi c
(()]onI 'lt i ng ipro grami. to provide system integration as reqiried. to disseminate thle
svst 4enIl to thle program )art ici A nts. a nd to (lerine anl archiiecture for svt em
("il mci iniat ions and resou rce sha ring amiong thle e mnput ers a cqiired.

One o4 tle project's aimls. wvhich hlas only been clarifiedl over t Ilie lat yeair. has beenl to
pr(wli c I cost-effective anid state-of-t he-art engineering wo rkT at ioii to Ilie St rat egi c
( out it ing co:iimmunity. As, thle re-earch iii this program ha-; progressedl. and] as tile
s( 0]) 1ili i-,at ion amld Coil exit y of aivaihle ha H 'va re mid1( softmwa ie in tihe yendo r
COMm un 1fity, have evolved. thle more generalized workstations have proven to ble a
valima Ide adjunct to the alread-y established base of sp~ecializedl symbolic processors.

15.2 GOALS AND APPROACH

nui~mmber of machine,, have been developed to support high-speed process ing of large
svm bc die program~s. Each of' t hese macline,(' pirovidle an e\t ensive interactive
p)imii iiing e nviroflmentI. a, sophisticamedc display-miamiager "Wii nc I i ssvit." a re, I-
ifc. \vi ilom-oic(n'te(I(lt iiicreliiii a c~ m ilclr. AncIdya u1.iie linikinig.

Tllcc' vsten'-~ are tw le1 si() f I lie art- ill pro.(gra:Ii deveklopiveitl viiviroiiis. Hc
I lv se l tile rese: .\ lve It c ii iiiii 1tc'i c( m i. 411(11 Y'rt lctills.



13 1

nat iiral languiage systems. miappinig app~lications. anI)d supp~ort of ( AD/ AN I

sf'vera I pro)h)leni s are, a' scia ted with usin these ss m as a result )f, t heir hi- g

individual costs. Since they are single-user systems. they cannot be firneshared in the

traditional sense. However. lbecause the machines are( too expensive to be supplied on i
one-to-one basis to re-searchers, workers are currently placed in the awkward situation

0 of having to schedule their computing n~eeds. The result ant schieduling confli

nat urally lead to low researcher productivity.

Ani examination of dynamnic machine use shows that mnany' activities do not require thle

* high-speed processing capabilities afforded by these machines. Less expensive, general-

p urpose machines suipporting the same languange base hiave become available only over
the last twvo years. While formerly adequate only' for less-intensive research activities

51i ~ L as((i!u.t~ e~aat~)l no iesann. t hese general-pu irpose mnachines aire

MM )W liffl cie ut for Iii )St of tHie morWe intensive p ro gram) de(velo pment and o exec lit ion

The parallel dna lit 'v in resou rces reqIiii-ed for different typ es of activi lies an(] t he

avai Iahi ut v of nt a chinlecs of app ropria te 0 st /perfornmice for ca IrYing out tln se

activities- suggrests ai workstation/server architect ire based on t hese two classefs o-f*
ima chines and anl ii it icon iiect ing net work. InI ord er to su Ilport dfyn)amic source codle

e Cli a nge bet w en s 'rver a ii workst at i( n. it is ne('esa iw for eachI to suppo rt the -amec

Ml language s;vstenil. Comoni LIS-P is the natural choice in sluch an1 architect ure. ats it

W;1' designled with IeI( concepts' of conmmonality andI portability a-" prHimary goals.

A significant fallout of such an architecture. when viewed as, workst ations and Server-

on IP/TCP-based networks, is the ability of researchers to communicate over thec

Internet to use hig'h-powered resou rces available on p~rot otyvpe and low-prod net i(.)
mia chinies. This h as been pairticula rly useful onl prot otype inachines being develop Ied

* ii n Ic1dr the mnac hi ne a rehit cclii res phase of the programu.

IS I has acquired a i mix of' Al o f thiese types of ma clines to support In lie requiiiremnent of
lie St rat egi c Con II!it ing pro( gram l. awl has helpedI to integrate and( test i udi vidi l

0 systems a.,. requuired Ifor pa-rt iciilar St rat egic C omput ing program plarticipants5.

The integration ;i sk, have avoidledl duplicat ion of' effort amiong St rat egic Corn il''i ng
dvelollers. lIlha- collected softm'we to siipport ihis architectmuae w; it is, has, bwe
I-velolled 1)*v ven iI ~r anld ibe research comnmunil v. ISIl loves a iiodesi amlount ot'

* lcletiilg. ;uuoditfving . :inl augmentation of softw.-re, provides lijpporl for' sof't ware
fV~iu~g ~illd dil-i i1uioui :1iiioig l).\RP.A Ilevelo1,uil'1n sin-,. hellps wssluiir wolrkiu

1m iii lb. (d" ill ( miu u u I,1S , ' .ssl s ) (Ir-- ~ 1)11 o m i 1 vi d('al il o 1 f re 6 4



132

\f(fl( l( r-specifi c prolems. and works to( alIlm\ j ntwi k coiltihilit v of thle st emis will)i

1)o)D iet work protocol, (IP/T(f). Tlie soft \\:ire mid sysilflin it egrat ion efforts a je

*rried I u at t he IS I NIa ri iia del Rev faci lity.

15.3 SCIENTIFIC PROGRESS

During the reporting period. additional symbolic-processing andI general- purpose4
configurations, were acquired. Some of them were installed and integrated for several
miont I> at ISI. while most were shipp.ed out to a numb~er of research facilitie-,.
educational sites. anid government agencies.

In the pa-st year. 81 machines, were acquired as part of this Strategic (omnputinig
piroject . as well as a large variety of comnpouent peripheral,, software packages (fromi
Interleaf. ((A. Unipress. etc.). and softwaire inainlenance agreements. The majorI
mnacl ies acquiredl were:

* :36 - Symbolic-s - 3645/3675

* I - Texas Inst ruments - Explorer

* 11 - SV N - various models

* Vprious hardw are peripherals packaiges,

~e~aIof these mnachinies are in us-e ait IS'I ini preliniitia ir work on na iural language m ~id
lie (Common LIS-P Framework effort.

15.4 IMPACT

Tb e IIARP.-k Snt rat egic ( 'omp utin g pr( grai in~ll c )ntin ue to develop and integratle

advanced computer technology into military a pplicat ions. Technological advancemlenit

will he sought ini t he areas of niicr )eleet roinc!; and Idghig-speed symbholic machines. n,

well a, appli cation of this technology to t he inil ~it arv. Potential military a ppli cations o

his technology incdlude autonomou01s sy'stvilm- (land, air. and seai). battflefield mnanagemnti

alid~ assessineit, p 1 aining a nd advising ind siiilat ioin syst-ems.

Th'le initial programn applications, incluidedI anl almonoinoils land vehicle, a pilot',

assocWiate. and a carrier battle group battle nm anagenivint systemii. These app~licat ions te('t

I lie- evolving technolo gy iln thle areas of visio ). experi syst eins.speech) recognition,. ind

16i ghIerforia nee k iwwledlge-plr( cessi ng syst eis. E-,c I1 apj licention seeks to demlonstnrat

lie- new technologies' potential f'or prov1 iing a major 'increase in dlefense capabi lity a 11(1

In re(flect a, 1 r I dei nst lionl Iw- 1as' 1 11 is rel-vailit 1(o ea ch of w he t~ie servves

Th'le ilevelo)pme-1I -yVestii ;IC(IIlii'('f lnirogli I is 1w'lojcdt wil s11p1)olt Ilic t(cchnjol).'\
'~. u111 laric ipplivjdiiiions lulilr H ie''1~lgs iilli pro- rmn.



15.5 FUTURE WORK

* ~~severnl corj orate syst em int grntor, m id ci in man if ad rer.s hanve percei ved tim hatt ere
will h e a sui b)t ant ia I marketj ace fo r syin ihuli( c e.ng engines in the futlitre. NWe
expect that the price/performance ratio of t hese I)ew\ mlachinles will cont in tie to nimprove
at a rapid pace. resulting in more efficient iise of Julalit ,vresearcher time as more state-
of-t he-art machines can be acquired at the nho'i reasonable price.

Duirin tHe next year. PSI wvill con tinute to neg()tiatv Nwith qualified vendors and acqiire
a im of high-end LIS-,P manchines and ot her engineering workstations capable of
handling symbolic processing and other applications. As the workstation /se rve r
architectutre is defined. IS! wvill configure systems, test vendor softwlare, and distribute
svstenis to Strat egic Computing prog-ram participant, as required and directed by
DAR PA.
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16. STRATEGIC 03 SYSTEM
EXPERIMENT SUPPORT

Reaearch Staff:
Stecphen Dougherty
Victor Ramos4

16.1 PROBLEM BEING SOLVED

D.ARPA has defined anl experiment in Strategic ('3 systemis to be conduceted in
cooperation with the W\orld Wide M~ilit ary Comumand Cont rol System(WNIC)4
System Engineer (\'\SE) and the Strat egic Air- C'ommand (SAC). The concept of the
experiment is to dem-onstrate and evaI lante the use of new technologies, (such ;I, the

,ARP.A.\NT. packet radio, netNwork seenurity. and (list iWited k now~ledge lbase tech niqu~e,)
for $tr-,ltegic comm and. cont1rol. and( comm i nical ion.

1ST' portionl of the planl is to prov\ide an initiail core of nec(-ssary fi cilit jfS

(ARPA N F1:T/N ILNET access, host Svs , s various software tools. Net work Secr \ic

su pport . etc.) to a -,l( A S p( rs()nnel to gain experienice withi this tee hui~ology\ *,d l to

ensuire the success, of (le experim1en~t. Specifically' . SAC mnust have fairl)b.v -a~'

ex peri ec wvit h NA.\NFT-hmused online interactive compili ng. It all at ii i mi
immilince of modem., mnid of (50)or uiore interactivc ('RT terminaik. uiser tr:nnigi,.

-1te (f aetran gad~j~ot. an ( on-site nai nt eia iwe of eqipjment for the

1000)-+ usc's atl SAC' Hea dqimriers at ()lThtt Fid. . Nebraiska) and at a iuntier
of lstiuitdS.A( m)-5.ae pairt of the contlining program.

16.2 GOALS AND APPROACH

The total specific goal of t lii D.-RIR\ experiment are to:

" leiuonstrm'te andl evaluate the survivalbi lit y of mlnt inode coluput er-
U I1 llmeiatin )iinet w( rk . incluii ig the ARPA NET and pack et radio.
(sliecia II) for remoe' access fron lji ' t1 ailrborne plaTormis And( surface -sit es.

* explore replicat ii )n nfl reco)iSt it it ionl of critical know tIefge besoin t hi,
I let work ill t lie fmwt- of a ssof ai 1 a rge D1, ml er of links.

" demionst rate an(l evaflti tlie rapid reconistit ution of a network by' rapid
delloyme nt of pa Icket radio nesto reestablish c n nectivit~x b et w(ev
11 ,%vWvi ng elements of thle iit work.

0 iiu tle XI)riilIit il mid rci1(6 t (( -'valli'lte thl( utilit * of sulol :Iit i 1
a)l A i'trihtltedl 1-o~ leli('hsiipport IP)st-at tack (3 alct ivii .
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1.I'inise I is planned to demnonstrate air-I C urface picket radio links and
gal ewa \" into) the ARP,-NET/,'\1l ,NET i-, a fijrt ,tep in evaltiating the

*feas1ibility of a, truly ,urvivahle mtrat egic netNwork.

2. Phase 11 is directed toward creating a sur-vivable mless"age systemn and data
bases through multiple copies of the critical components and data across the
-\RPAN ET/N 1ILNET.

.3. Phase IIl will address the feasibility of rapid reconstitution of a strategic
network by dleployment of packet radio networks to reconnect surviving
elements of the network.

16.3 SCIENTIFIC PROGRESS

* The SA(' user community has been growing since the inception of this project. As a
re,;ult. IIhas b~een challenged to provide sufficient resources as the demand has spiked
uImwarCI. Additional Terminal Access C'ontrollers, (TA('s) w &ere installed to support the
gt-owinig user conmmnunity: additional lines and modems were also added to the

Datcomuniatitisbase at Offutt Air Force Base. The complete dedication of the
* Digit :t Equipment ('orporation mnodel KL-,2060 host cornputer. named E.IS'--I.EDU., to t he

commnunity helped eliminate user frutstrationi and increase productivity. This Nvt,
duie to) the availability of the additional computational capacity. ISI instaIled and nowm

matinttins I erminak anld comm unication eqjuipmeint for the ac-ess-; of vartious Air Force
f~s~to the \1IXNET. allowing more wvidespreadi participation in the experiment i,

Sigthis perh ( I new reson rces wvere also ol C ained I or redistibuted to suppo)rt tl j

\VAN 1 (ai e)th le effort is a port ion of t he experiminent testing thle mobilityi andi
recolitionilt it a partillv dest roved network). A-dditilonal .kRPA'\ET/1\ILNETl

aeee $ was pro idcd to SRI International (whichI wa,, working the Telec m inunicat ioit,

port ii of t hi effor wl nd housed thle vn)via 060 hIIps; conim icat ion Ii ne.

16.4 IMPACT

Onec of t he premises of this experiment is that 'SAC personnel will become miore
proficient and know ledgealde users of 1 he currelit con]pliter technology. available wvit hiii

the AIHP.A.ET/M\Il..ET arenia. This knowledge will allow SAC to make, more effective

ev ai ita ions" of nem I echnologies for strate-gic use, to ii lentif areas of poC t enti al riuire-
reseairli. and to impilement Ithose technologies found appropriate.

16.5 FUTURE WORK

ISI ''ill contiilo to) sitD.ARRP in pdanniji-- this programt. \orkiii. tosts the
Co nn il iti icat01 mid t aHI c un lutr reCCtte reqim-imttuii of* SY 'H : huine~

p0111 1 r sl\il'' l



" (Con~tinute to pro)vide on-site maintenance support for the reqliitre( eytip inc n

* ( ont inile to Plan an ii ais't inl implement inig iminroved SAC c(nm hecl i\il to)I
the NIILNET/DDN/ARI-ANET.

" Miaintain terminal,- andl communication equipment for the cmnnection o)f
several Air Force bases to the MILNET. allowing increased parlicijation in
the experiment.

" Continue to supply computational. programming. and adikunist rnt ve
suppor-t to users at SAC Headquarters via the resources of th( EIS1LEDI
computer. the Systems Programming. Operations. andl Netwo-rik -Service,;
staff in Marina (lei Rey. andI the on-site technician.

ISI's most visihle direct support will continue to be the On-site technician at SAC. wvho

will be responsible for the identification of system malfunctions and for- primiary'

inienance of on-site equnipment. He will he supplied with required spare prtandi

will have manintenanlce cont racts with the equjipment vendors. Fuirt her ,uppo)rt will be

avaiilable fro(m IS] in terms of additional spare parts. systeills experi i'O. and

documnental ion a.s; necessary. The on-site maintenance technicin will a iso be re~j onibleI

for the off-site termiial at Vandenberg Air Force Ba-se. Bark~.dale Air- Force Ba-se.

Ma reli Air Force Ba.se, and other locations as; dictated by the req tiremeiji o)f the

experimeni. The on-site technician wvill coordinate data commllll'c1 tiicton'is re(IlietS oA*

SAC _AD N'ii h SRI InternAtional and SAC ider the supervision of P-1 mninagemient
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